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Macro- to Microscale Boiling
Heat Transfer From
Metal-Graphite Composite
Surfaces1

This paper introduces a novel heat transfer enhancement surface, referred to as metal-
graphite composite surface. It is comprised of high thermal conductivity graphite microfi-
bers interspersed within a metal matrix (copper or aluminum) to enhance the bubble
formation at the nucleation sites, and significantly improve the nucleate boiling heat
transfer. Experiments revealed that its boiling heat transfer enhancement is comparable
or in some respect even superior to the commercially available boiling heat transfer
enhancement surfaces such as porous boiling surface and integral roughness surface. In
addition, it does not result in any extra pressure loss and it minimizes surface fouling.
Macro- to microscale heat transfer phenomena of the composite surfaces is treated.
Discussions include characteristics of the surface, enhancement mechanisms, critical
heat flux, boiling thermal hysteresis, bubble generation, growth and departure, and ap-
plications in electronic cooling, and under reduced gravity conditions.
�DOI: 10.1115/1.3153556�

Keywords: micrographite fiber, metal matrix, enhancement, nucleate boiling heat
transfer, bubble, reduced gravity
Introduction
The use of commercially available boiling enhancement sur-

aces such as porous boiling surface �PBS� and integral roughness
urface �IRS� is well known in the heat transfer community.
ergles and Chyu �1� discussed the characteristics of nucleate
oiling from the PBS whose coating typically consisting of sin-
ered, porous, metallic matrix bounded to a basic surface. Webb
2� reported studies and development of the IRS whose enhance-
ent is formed by cold working the metal to form re-entrant

ucleate sites, while Nakayama et al. �3� evaluated machined mi-
rostuds that help sustain bubble nucleation and increase the sur-
ace area available for boiling. However, the use of all these sur-
ace enhancement techniques has the negative attribute of
ncreasing the pressure drop and losing of enhancement efficiency
y the fouling of the small pores and re-entrant cavities, which
an impact performance and reliability as discussed by Yang et al.
4,5�. The literature review pertaining to enhancement of boiling
eat transfer performance is available, and thus is not repeated
ere.
This paper introduces a novel boiling heat transfer enhancement

urface, referred to as metal-graphite composite surface. It con-
ists of multiple graphite microfibers �8−12 �m in diameter� em-
edded in the matrix base of a pure metal �copper or aluminum�.
he pitch-based graphite fiber has a high axial thermal conductiv-

ty of about 1200 W /m K, as compared with pure copper of
01 W /m K at 300 K. The process leading to the use of intrinsic
aterial properties �localized high thermal conductivity and non-
etting spots� integral with the composite surface to enhance
ucleate boiling heat transfer was reported by Vrable �6�. Publi-
ations listed in Refs. �7–21� except Ref. �15� by the authors and
heir associates are included in the present paper.

1Max Jakob Memorial Award paper.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received May 4, 2009; final manuscript received

ay 8, 2009; published online June 19, 2009. Review conducted by Yogesh Jaluria.

ournal of Heat Transfer Copyright © 20
2 Characteristics of Metal-Graphite Composite Sur-
faces

The metal-graphite composite surface consists of graphite fila-
ments of 8–12 �m in diameter embedded uniaxially within a
metal �copper or aluminum� matrix of certain percentage area
fraction. Figure 1 depicts a scanning electron microscope �SEM�
photograph of the composite surface with 50% volume fraction
graphite microfibers in copper matrix. Its key properties are listed
in Table 1.

There are several merits of the metal-graphite composites:

�1� Through adjusting both the directionality of fibers and the
volume fraction of the fibers ���, the directional conductiv-
ity, coefficient of thermal expansion, and strength and stiff-
ness can be tailored to optimize the thermal/structural per-
formance of graphite microfiber composite.

�2� The graphite fibers act as highly efficient pin fins that per-
pendicularly penetrate into the heat transfer surface. Hence,
they may provide an intrinsic enhancement of heat transfer,
bubble generation, and its departure frequency when em-
ployed as boiling surfaces.

�3� The fiber diameter of 8 �m is comparable to the critical
size for bubble nucleation sites in boiling water. It is
smaller than those of pores on PBS and re-entrant cavities
on IRS. Hence, each microfiber tip may act as a site acti-
vator for bubble nucleation.

�4� The local high thermal conductivity provides a more effi-
cient conduction to or from the nucleation site.

�5� The metal-graphite composite surfaces enhance boiling
heat transfer without the drawbacks that PBS and IRS suf-
fer from, such as the pressure drop, the loss of enhancement
efficiency due to fouling, and the cost of fabrication and
maintenance.

This physical insight has promoted a series of experimental
studies on various aspects of pool boiling heat transfer for over a

decade since 1991 �4,5�.

SEPTEMBER 2009, Vol. 131 / 091001-109 by ASME
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Pool Boiling Heat Transfer Performance and En-
ancement Mechanisms

3.1 Experiments. Figure 2 illustrates the experimental appa-
atus used in the study. It consists of a boiling test facility, a
ondenser assembly, and an instrumentation system. The boiling
est facility was composed of a main heater assembly, auxiliary
eater, two optical windows for illumination and observation/
hotographing, glass sleeve, and thermocouple probes. The con-
enser assembly had a vapor line, a long path condenser, a Liebig

ig. 1 Scanning electron microscope photograph of the
raphite/copper boiling surface showing the 8–12 �m diam-
ter fibers consolidated in a copper matrix

Table 1 Key properties of graphite and copper at 300 K

roperty Graphite Copper

hermal conductivity, k �axial�, W /m K 1200 401
ensity, �, gm /cm3 2.25 8.93
oefficient of thermal expansion, �, K−1 3�10−6 17�10−6

lastic modulus, GPa �axial/transverse� 894/19 106
Fig. 2 Experimental test

91001-2 / Vol. 131, SEPTEMBER 2009
condenser, a condensate collector, a condensate return line, and a
cooling water tank. The test facility was monitored by an instru-
mentation system, which included thermocouples, a precision
digital multimeter, and a computer. With the digital multimeter to
control the data transfer and A/D conversion, a computer program
was coded for data processing. A camera was used to record the
bubble behavior during nucleate pool boiling.

Two families of composites were tested: one was a graphite-
copper �Gr–Cu� composite consisting of graphite fibers in a cop-
per matrix with graphite-fiber volume concentrations of nearly
0%, 25%, and 50%. The other was graphite aluminum �Gr–Al�
composite consisting of graphite fibers in an aluminum matrix
with a graphite-fiber concentration of 50%. Pure copper and alu-
minum surfaces were also tested for comparison. Each test piece,
2.5 cm in diameter and 1.0 cm in thickness, was placed on top of
a main heater assembly to serve as a boiling surface.

Two kinds of test liquids, highly wetting fluids, such as freon
113 and n-pentane, and a moderately wetting fluid, water, were
used. Boiling of freon 113 was up to a heat flux of 19 W /cm2 at
a maximum wall superheat of 48°C at atmospheric pressure.

Two kinds of experiments were performed: an overall boiling
performance experiment and a boiling thermal hysteresis experi-
ment �establishing the startup and restart processes�. Details of
experimental apparatus and procedure are available in Refs. �7,8�.

3.2 Pool Boiling Performance. The nucleate boiling heat
transfer performance using freon 113 is shown in Fig. 3 for both
the composite surface with 50% fiber volume and the pure copper
surface �4,5�. It is observed that the composite surface increased
the heat transfer coefficient by a factor of three to six times the
pure copper surface, depending on the level of superheat. This
initial experimental study validated our premise that the charac-
teristics of the metal graphite composite could be used to enhance
boiling heat transfer.

3.3 Enhancement Mechanisms. A theoretical model based
on the experimental results was developed by Yang and Zhang �9�
in order to better understand the mechanisms involved in the boil-
ing heat transfer. Zhang et al. �10� and Yang et al. �11� continued
to update and improve the theoretical model, as more experimen-
tal data became available for validation. A sophisticated two-tier
apparatus schematic

Transactions of the ASME
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odel divided the characteristics of the nucleate pool boiling phe-
omena into two distinct regions: the low or discrete bubble re-
ion and the high-heat flux or vapor mushroom region. The boil-
ng phenomena in these two regions coupled with the composite
urface provided support to the theory of explaining the mecha-
isms of pool boiling on the graphite-copper composite surface.

3.3.1 Effects of Varying � on Boiling Performance. Figure 4
rovides the boiling heat flux plotted against the wall superheat
or pool boiling of refrigerant 113 on the graphite-copper compos-
te surfaces with different graphite-fiber volume fractions �12�.
otice that �=0 corresponds to the pure copper case. The effects
f � continue to support the three to six times boiling heat transfer
nhancement over the baseline copper surface. The experimental
eat transfer data for nucleate pool boiling was correlated using
ohsenow’s empirical formula as follows:

Cp�Tsat/�hfg Pr1.7� = Csf��q�/�hfg���/g���1/2�1/3 �1�

ere, Cp denotes the heat capacity, J /kg K; �Tsat is the coolant
uperheat temperature difference, °C; hfg is the latent heat of va-
orization, J/kg; Pr represents Prandtl number; Csf is the Rohse-

Fig. 3 Experimental data comparis
fiber volume… and the baseline coppe
transfer improvement of three to si
superheat… using refrigerant 113 from

ig. 4 Experimental Data comparison between the graphite/
opper „�·0%, 25%, and 50% fiber volume… and the baseline
opper boiling surfaces showing boiling heat transfer improve-
ent optimum of between 25–50% using refrigerant 113 from

ang et al. †12‡

ournal of Heat Transfer
now surface/fluid constant; g is the gravitational acceleration,
m /s2; and �� is the saturated liquid-vapor density difference,
kg /m3. The coefficient Csf depends on the heating surface-fluid
combination and was found to be 0.0085, 0.0083, 0.0066, and
0.0069 for the test surfaces of pure copper, near 0%, 25%, and
50% graphite-copper composite materials, respectively.

3.4 Enhancement Mechanisms. Figure 5 presents the overall
comparison of the two different composite surfaces and the base-
line pure metal surfaces using pentane as the boiling liquid �13�. It
is observed that the improvement of the composite surface in ei-
ther a copper or aluminum matrix is significantly superior to the
baseline metal surfaces with three to six times improvement.

To better understand the mechanisms for increasing the boiling
performance from the composite surfaces, measurements were
also made on the temperature distribution and thickness of the
superheated boundary layer �14�. The superheated boundary layer
thickness correlated directly with the measured boiling perfor-
mance values using the approach of Marcus and Dropkin �15�. It
was found �not shown� that the 25% fiber volume surface result-

between the graphite/copper „50%
oiling surfaces showing boiling heat
imes „depending on the amount of
ang et al. †4,5‡

Fig. 5 Experimental data comparison between the graphite/
copper „25% and 50% fiber volume…, graphite/aluminum „50%
fiber volume…, and the baseline copper and aluminum boiling
surfaces showing boiling heat transfer improvement of three to
six times „depending on the amount of superheat… using
on
r b
x t
n-pentane from Liang et al. †14‡
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ng in the thinnest boundary layer of 73 �m, the 50% fiber vol-
me surface was 83 �m, and the pure copper surface was
2 �m. As bubbles are emitted from the surface at higher fre-
uency with increasing heat flux, the increased mixing results in a
hinner superheated boundary layer thickness and improving boil-
ng performance.

Critical Heat Flux and Physical Model
Throughout the transition boiling regime, vapor rises into the

iquid on the nodes of the Taylor waves in reference to the
ayleigh–Taylor instability �R–T I� theory. At the critical heat flux

CHF�, this rising vapor forms into jets. These jets come from the
raphite microfiber tips, which act as bubble nucleation sites. The
asic spacing of the grid is a two-dimensional Taylor wavelength,
hich is the spacing of the most basic module of jets. At the peak
eat flux, the Kevin–Helmholtz instability �K–H I� causes the jets
o become unstable and brings about burnout. In other words, this
nstability predicts when the vapor velocity in the jet will reach a
ritical value to cause the vapor jet to cave in. The mechanisms of
ncipience of the CHF are considered to be due to instabilities
hich arise from two causes:

�i� The R–T I type is derived from the character of the equi-
librium of two fluids of different densities superposed one
over the other.

�ii� The K–H I type arises when two fluids of different densi-
ties are in relative motion. Both the R–T I and the K–H I
demonstrate the instability of the plane interface between
two fluids.

A theory �16� was developed on CHF in pool boiling by relat-
ng the R–T I to the active nucleation sites. That is, the tips of
raphite fibers coincide with the nodes of the Taylor waves.
eanwhile, the K–H I is connected to the flow of bubble columns

t each nucleation site. The jet velocity is directly associated with
he maximum boiling heat flux. Experimental results indicated
hat the nucleate pool boiling curves for metal-graphite compos-
tes of different graphite microfiber concentrations congregate
ear the CHF of the composite for the optimum performance as
he degree of superheat increases. With this particular graphite-
ber concentration known, a balance of the heat flux by the latent
eat carried away in the jets when the fluid is saturated yields the
aximum �i.e., critical� heat flux, as

CHF = ��vhfgUvc��/�2 � 31/2�� �2�

here Uvc denotes the jet �i.e., vapor flow� velocity.

Boiling Thermal Hysteresis

5.1 Physics of Hysteresis. Hysteresis is important and unique
ynamic characteristics in two-phase systems in motion with or
ithout rotation. In pool boiling, which produces vapor phase, the

ystem is set in motion due to a pumping action near the heating
urface induced by the departure of bubbles whose space is re-
laced by the surrounding liquid body. The phenomenon may be
imulated using a spring-damper-mass system. However, its dy-
amic behavior at the same temperature overheat differs when the
oiling heat flux undergoes an increasing trend, and when it un-
ertakes a decreasing trend. Liang et al. �14� conducted a compre-
ensive study on boiling thermal hysteresis to determine startup/
estart cycles on the heat flux versus degree of superheat in
ucleate pool boiling.
To be useful as an immersion micro-electronic cooling device,

t must have the good overall heat dissipation, as well as the
bility to suppress thermal excursions which occur during the ini-
iation of nucleate boiling. It is essential to eliminate or reduce
oiling thermal hysteresis in order to keep surface superheat low
o initiate boiling. Graphite fiber surfaces have two properties that

re suitable to avoid retardation in bubble nucleation in highly
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wetting electronic cooling liquids. One is their poorly-wetting
character for most liquids and the other is their high axial thermal
conductivity.

An experimental study was performed by Liang and Yang �13�
to determine the mechanisms for the reduction in thermal hyster-
esis and to simulate the effects of boiling startup/restart conditions
on the boiling hysteresis. Nucleation on microfiber graphite com-
posites depends not only on the embryos of trapped vapor/gas
microcavities, but also on micrographite fibers. The latter, with
high thermal conductivity functioning as fins, can serve as nucle-
ation activators and preservers during startup and restart condi-
tions. As shown in Fig. 1, the spaces �matrix material� were filled
with many low-lying grooves with the size of approximately
0.5 �m. When immersed in highly wetting liquids, these spaces
might be flooded by the liquids. However, each fiber tip appears
as a rugged plateau with microcavities of the correct size for boil-
ing �0.05 to 0.1 micro according to embryo theory�, which can be
easily activated, forming a nuclei on each fiber tip.

�i� With a higher temperature on the fiber tips relative to the
base matrix and with an easier activation mechanism,
nucleation during the startup was inclined to be activated
on the fiber tips at a relatively lower surface-averaged
temperature. Similarly, during the cooldown processes,
most cavities on the base matrix were drowned and lost
their nuclei as boiling ceased. The locally high-
temperature graphite-fiber tips, however, were able to sus-
tain enough effective nuclei to act as seeds for the next
process.

�ii� Another mechanism which plays a crucial role is the
poorly wetting property of the graphite-fiber tips. A test on
the wettability of n-pentane on the copper-graphite com-
posite surfaces in a static condition indicated that �a� liq-
uid fronts �liquid/vapor interface� with a small contact
angle on the copper base flooded the cavity and expelled
the vapor/gas and �b� those with large contact angle on a
graphite-fiber tip preserved the vapor to seed the cavity.

5.2 Simulation Experiment on Hysteresis. The startup/
restart hysteresis simulation experiment began with a stepwise
heatup process from zero heat flux to a fully established nucle-
ation state, followed by a stepwise cooldown process to a specific
minimum preset power output and a subsequent restart of an in-
creasing heat flux cycle. The minimum power output is called
minimum restart heat flux �MRHF�. The startup/restart hysteresis
in various MRHFs is defined as the deviation between the normal
boiling curve and the corresponding heatup cycle. Two different
quantitative characterizations of the hysteresis are employed: hys-
teresis area Ahys and extrapolated maximum temperature over-
shoot Tmax. The former is defined as the area encompassed by a
hysteresis cycle on a heat flux versus wall superheat plot, for

Fig. 6 Summary of boiling hysteresis on the surfaces
example see Fig. 6 for the pure copper surface. The latter is de-
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ned as the temperature at the intersection of the tangent to the
ingle-phase convection curve with the nucleation boiling curve.
igure 7 presents the relationship between Tmax and Ahys plotted
gainst MRHF for the family of graphite-copper composites. It
ignifies that a drop of Ahys implies suppression in the hysteresis
henomena as the graphite-fiber concentration increase, and that a
radual decrease in Tmax implies a gradual activation of cavities
n the fiber tips. Figure 8 summarizes the boiling hysteresis tem-
eratures on the surface. That is, the copper-based surfaces per-
orm better in the overall heat transfer performance than the
luminum-based ones, while the reverse is true in terms of the
bility to suppress thermal hysteresis.

Bubble Generation, Growth, and Departure
Differing from common solid surfaces, the Gr–Cu composite

urfaces have a great number of poorly wetting spots formed by
he graphite microfiber tips. The wettability of various liquids,

ig. 7 „a… Photomicrograph „3000 times… of the copper/
raphite composite surface with 50% fiber volume and „b…
rowth and coalescence of micro bubbles

Fig. 8 Startup/restart hysteresis on the pure copper surface

Table 2 Microlayer thickn

� 0.05 0.1
	m ��m� 17.56 12.08
	 ��m� 8.65 6.10
ournal of Heat Transfer
even those highly wetting liquids such as freon 113, on those
spots are poor. Consequently, a combination of the poorly wetting
property and very high thermal conductivity of the graphite ma-
terial causes embryo bubbles to be preferably formed on the mi-
crofiber tips, while some embryo bubbles occasionally generated
on the copper matrix are attracted and finally swallowed up by the
bubbles sitting on the graphite microfiber tips �17�.

6.1 Formation of Micromushrooms and a Macrobubble.
Figure 9�b� shows the growth and coalescence of microbubbles on
the fiber tip plateau � of about 0.3 �m, while the fiber diameter
d is about 8–10 �m. Yang �7� found that the microbubbles origi-
nate from the valleys between the fiber tip plateaus instead of the
fiber tips. Zhang et al. �10� found the maximum thickness of the
microlayer 	m and the average thickness of microlayer 	 to be

	m = �d/2���/4� − 1�1/2 + � �3�
and

	 = �1 − �/6 − �/3�/�2�1 − ������/4�� − 1�d + � �4�
respectively. Simple calculations yield the microlayer thicknesses
at different values of � listed in Table 2.

In boiling heat transfer microlayers play an essential role. Ther-
mal energy provided by the composite surface is first conducted
through the microlayers, and then delivered into micro mush-
rooms as latent heat by evaporation at the microlayer surface.
Since the microlayers are directly connected with the bulk liquid
through liquid network, the liquid evaporating off the microlayers
can be immediately replenished.

6.2 Formation of Micromushrooms and Macrobubbles.
The continually growing micromushrooms would eventually coa-
lesce and merge with each other to form a larger microvapor mass,
which is a macrobubble embryo. When the bubble embryo is
formed from several micromushrooms, a macrolayer is created
under the macrobubble embryo, connecting with the microlayers
and bulk liquid through liquid network, as shown in Fig. 10. The
macrobubble embryo rapidly grows and finally forms a mac-
robubble with a neck throat radius of rth and the bottom radius of

Fig. 9 Summary of boiling hysteresis on the graphite/copper
composite surfaces

es at various values of �

0.25 0.5 0.75
6.89 3.70 1.28
3.75 2.41 1.19
ess
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b whose magnitude is estimated to be 0.1–0.2 mm, as depicted in
ig. 10�b�. The macrolayer thickness is estimated to be of the
rder of 0.1 mm �10�.

6.3 Departure of a Macrobubble. Figure 10 depicts photo-
raphs of bubble departure during the initial stage of nucleate pool
oiling in water �7�. The corresponding bubble departure diam-
ters were determined to be about 3.6 mm on the pure copper
urface in Fig. 11�a�, and 0.3 mm on the Gr–Cu composite surface
ith �=25% in Fig. 11�b�. Zhang and Yang �18� developed a
eneral model for bubble departure from a heated surface. It pre-
icted that �i� the bubble departure radius for water on a pure
opper surface is 3.2–3.7 mm, which agreed with the existing
xperimental data, and �ii� that for water on the Gr–Cu surfaces is
.15–0.7 mm, which agreed with the experimental results of
hang et al. �19�. Therefore, the model can explain the enhance-
ent mechanism of the boiling heat transfer on the metal-graphite

omposite surfaces. In addition, the above analysis of the necking
rocess has disclosed that the local heat flux at the bubble root
rea determines the bubble departure diameter, which diminishes
ith an increase in the speed of the necking process, resulting in

n increased bubble departure frequency.
Recently, Chao et al. �20� developed a theory on the departure

f a macrobubble. Out of three possible modes for the bubble

ig. 10 Bubble formation: „a… formation of micromushrooms
nd „b… formation of a macro bubble

ig. 11 Photographs of bubble departure during the incipi-

nce of nucleate pool boiling in water

91001-6 / Vol. 131, SEPTEMBER 2009
necking and departure, only the timewise change in the static
pressure difference applies. In such instance, the bubble neck con-
tracts to a certain diameter and then maintains it until the bubble
grows large enough to break off at the neck. Figure 12 displays
the departure model of a macrobubble. Figure 12�a� shows the
instant when the contraction rate of a three-phase line is of the
same order of magnitude as that of the throat. The conservation of
mass in the bubble, the pressure balance at the throat breakoff, and
the force balance at the moment of bubble breakoff are combined
to yield an expression for the bubble radius at departure Rd in
terms of the controlling physical properties. It yields Rd to be
0.7–3.2 mm for water boiling on a pure copper surface, which
agreed with the existing experimental data in Ref. �21�.

Regarding the liquid jet occurring in the departed bubble, an
analysis of the static pressure difference at the bubble throat yields
an infinite static pressure difference because one of the two prin-
cipal radii of curvature becomes infinitesimal in magnitude. This
infinite pressure difference at the throat creates the liquid jet in the
departed bubble, as shown in Fig. 12�b�. After the bubble de-
parted, it leaves a residual vapor on the composite surface after
the bubble departed, which is supported by strong evaporation
from the liquid network. Withstanding the action of a sudden
change in the pressure difference, the residual vapor is rapidly as
a new bubble.

6.4 Relevance to Enhancement Mechanisms

�i� It is the unique structure of the metal-graphite composite
surfaces that creates a liquid network connected to the
bulk liquid, from which an ample supply of liquid en-
hances evaporation at the surfaces of micro- and macro-
layers, and thus fosters the development macrobubbles. An
even distribution of sufficient active nucleation sites
greatly reduces the thicknesses of the bubble micro- and
macrolayers, resulting in increasing boiling heat transfer
performance.

�ii� There exists an optimum volume fraction of the graphite
fibers in the composite surfaces for the initiation of liquid
supply into the microlayers.

�iii� A higher evaporation rate produces larger and larger vapor
velocities and creates a negative pressure at the bubble
throat, which accelerates the bubble departure with smaller
departure diameters and a higher departure frequency, thus
enhancing the boiling heat transfer performance.

�iv� The liquid jets created at the bubble departure also result
in the enhancement of boiling heat transfer through en-
hancing microconvection around the new bubbles growing
out of the residuals of the departed bubbles.

7 Applications
The typical range of heat transfer coefficients for various rel-

Fig. 12 Departure of a macro bubble: „a… contraction of throat
and bottom of the departing bubble and „b… liquid jet in the
departed bubble
evant fluids and cooling mechanism are illustrated in Fig. 13 �6�.
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ir is currently the most widely used coolant for electronic appli-
ations, but it will not meet the needs of the high-heat flux de-
ices. The projected cooling requirements will transition to higher
apability approaches, such as phase change �boiling� cooling. For
lectronic cooling applications, the boiling point of the selected
oolant is typically 10–40 K below the desired chip or device
perating temperature. Three potential applications of boiling heat
ransfer enhancement using the metal-graphite composite surfaces
re anticipated

7.1 In Boiling Heat Transfer Enhancement. The metal-
raphite composite surfaces can produce three to six times en-
ancement in pool boiling heat transfer compared with pure metal
urface. In addition, these surfaces have the benefit of reduced
ressure drop, less of a fouling problem, and lower costs of fab-

Fig. 14 Variation of the surface ten

ig. 13 Heat transfer coefficients achievable with natural con-
ection, single-phase forced convection, and boiling for typical
lectronic coolants
lutions with long-chain alcohols

ournal of Heat Transfer
rication and maintenance compared with the commercially avail-
able enhancement surfaces such as PBS and IRS.

7.2 For Immersed Microelectronic Cooling. The study on
boiling thermal hysteresis indicates that the metal-graphite com-
posite surfaces are inherently suitable for immersed microelec-
tronic cooling compared with other approaches. Multichip module
�MCM� packaging technology, in which multiple chips are
mounted and interconnected on a substrate during the wafer
manufacturing process, offer tremendous advantages over tradi-
tional technology. The benefits include enhanced packaging effi-
ciency, closer chip-to-chip spacing, improve reliability, and more
miniaturization. Cooling technology for MCM packaging requires
high performance two-phase systems to meet the projected heat
flux levels.

7.3 Under Reduced Gravity Conditions. Three observations
are generally agreed upon regarding boiling under reduced gravity
environments:

�i� Bubble departure becomes more difficult and detached
bubbles readily coalesce with each other.

�ii� The transition from the isolated bubble regime to the coa-
lesced bubble regime and from the coalesced bubble re-
gime to the vapor slug regime take place at relatively low
heat fluxes.

�iii� The critical heat flux for all liquids in microgravity is con-
siderably smaller than in normal gravity.

Zhang et al. �17� discovered two means of enhancing nucleate
boiling and CHF under microgravity conditions: �i� using micro-
configured metal-graphite composites as the boiling surface and
�ii� using dilute aqueous solutions of long-chain alcohols as the
working fluid.

Metal-graphite fiber composite surfaces are suitable as the
working surface without adverse effects from the reduced gravity.
The existing experimental results and a two-tier model �10� were
used in deriving correlation formulas for nucleate boiling on
Gr–Cu and Gr–Al composite surfaces.

Water is an ideal working fluid for boiling heat transfer in both
terrestrial and microgravity environment by virtue of availability,

n with temperature for aqueous so-
sio
SEPTEMBER 2009, Vol. 131 / 091001-7
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ost, and safety. However, due to lack of driving force for vapor
etachment from the heating surface under microgravity, it suffers
rom significant deterioration in nucleate boiling performance and
HF with a decrease in gravity. In addition, the Marangoni flow
round bubbles induced by a negative surface-tension-temperature
radient presses the bubbles onto the heating surface, resulting in
n unfavorable situation for boiling performance. Using dilute
queous solutions of long-chain alcohols as working fluids may be
good solution. Figure 14 is a plot of surface tension against

emperature for a series of n-alcohols at concentrations with an
quilibrium surface tension of 40 dyn/cm at 15°C. It shows that
queous solution of alcohols with a chain length longer than four
arbon atoms have a positive surface-tension-temperature gradient
hen the temperature exceeds a certain value. This surface-

ension force would become the principal driving force in micro-
ravity environments. Consequently, bubble departure from the
eating surface size would be smaller in these aqueous solutions
han in water, with a higher departure frequency. The character of
he surface-tension-concentration gradient is useful as driving
orces in microgravity environments. Correlation formulas were
erived for nucleate boiling and performance equations were ob-
ained for CHF in dilute aqueous solutions of long-chain solutions
17�.

Perspectives
The applications of tailorable material systems to enhance and

mprove the thermal capability is an important new area of re-
earch that will provide the next step in high-heat flux cooling for
igh performance electronic applications.
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Steady-Periodic Heating of a
Cylinder
Steady periodic heating is an important experimental technique for measurement of ther-
mal properties. In these methods the thermal properties are deduced from a systematic
comparison between the data (such as temperature) and a detailed thermal model. This
paper addresses steady-periodic heat transfer on cylindrical geometries with application
to thermal-property measurements. The method of Green’s functions is used to provide a
comprehensive collection of exact analytical expressions for temperature in cylinders.
Five kinds of boundary conditions are treated for one-, two-, and three-dimensional
geometries. For some geometries an alternate form of the Green’s function is given,
which can be used for improvement of series convergence and for checking purposes to
produce highly accurate numerical values. Numerical examples are given.
�DOI: 10.1115/1.3139107�

Keywords: frequency response, thermal transient, oscillating heat source, convective
boundary, lumped boundary, surface-film boundary, extended surface
Introduction
Steady-periodic heat transfer in cylinders is important in several

ngineering applications including annular fins �1–3�, rotating ma-
hinery such as electromagnetic bearings �4�, and in devices ex-
eriencing periodic thermal contact such as engine exhaust valves
5�.

In this paper, steady-periodic heat conduction in cylinders is
resented with the method of Green’s functions �GFs�. This ap-
roach provides a comprehensive set of solutions and specific
trategies for improving the numerical evaluation of these solu-
ions.

There are several recent books on GF applied to heat conduc-
ion �6–8�. The book by Mandelis �9� is devoted exclusively to
teady-periodic heat conduction with the method of GFs. Of the
olutions given for cylindrical geometries, however, only three
inds of boundary conditions are treated, and only one form of the
F is given for each geometry.
The contributions of this paper are threefold. First, a great many

teady-periodic solutions are presented systematically with the
ethod of GFs for several cylindrical geometries. Second, five

inds of boundary conditions are treated in a unified fashion, two
f which include a high-conductivity surface film. Many of these
urface-film solutions have not been published before. Third, al-
ernate forms of GFs are given for several geometries, which pro-
ide for efficient numerical computation and allow for indepen-
ent verification that the numerical results are correct. Two
eometries are studied in detail with numerical values computed
rom exact analytical solutions.

Steady-Periodic Relations
The steady-periodic temperature in cylindrical coordinates sat-

sfies the following equations:

1

r

�

�r
�r

�T

�r
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��2 +
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�T

�ni
+ �hi + j���c��i�T = f i�ri,�� at boundary i �2�

where �2= j� /�. Here complex-valued T�r ,�� is interpreted as
the steady-periodic temperature �K� at vector location r and at a
single frequency �. The generalized boundary condition repre-
sents five types of boundary conditions depending on the choice
of parameters ki, hi, and �i �the five kinds are �1� temperature, �2�
flux, �3� convection, �4� surface film, and �5� surface film with
convection�. The boundary condition, Eq. �2�, contains term
j���c��iT, which represents heat storage in a surface film of
thickness �i. Boundary conditions with a surface film, under
steady-periodic conditions, are similar to convection boundary
conditions, except that a complex quantity is added to the heat
transfer coefficient. See Ref. �10� for further discussion of the
steady-periodic heat equation and the five kinds of boundary con-
ditions.

3 Green’s Function Solution
The temperature will be found by the method of GF. Assume

for the moment that the GF, symbol G, is known. Then the steady-
periodic temperature is given by the following integral equation
�6� �Chap. 3�:

T�r,�� =
�

k� g�r�,��G�r,r�,��dv� + ��
i
� f i�ri�,��

� 	 − �G/�ni� �first kind only�
1

k
G�r,ri�,�� �second to fifth kinds� 
dsi� �3�

The first integral is the effect of internal heat generation g, and the
second integral is the effect of each nonhomogeneous boundary
term f i. Note that the same GF appears in each integral but it is
evaluated at locations appropriate for each integral.

The GF associated with Eqs. �1� and �2� is the response at r to
a steady-periodic heat source located at r�, and the GF satisfies

�2G − �2G = −
1

	�r − r�� �4�

�
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i

0

ki

�G

�ni
+ 
iG = 0 on boundary i �5�

ere 
i=hi+ j���c��i and 	�r−r�� is the Dirac delta function. The
oefficient 1 /� preceding the delta function in Eq. �4� provides
or units of the steady-periodic GF that are consistent with earlier
ork �10�. The boundary conditions for the GF are homogeneous
ut of the same kind �see Ref. �6�, Chap. 2� as for the temperature
roblem of interest. Thus, a different GF is needed for each ge-
metry and for each combination of boundary conditions.
In Secs. 4–6, the method of GFs is applied to one-, two-, and

hree-dimensional cylinders. First, the GFs will be identified, and
hen temperature examples will be given.

Long Cylinder
In this section, we consider steady-periodic heating of an infi-

itely long cylinder. The heat conduction is along the radial direc-
ion only. The GF in this case satisfies the following equation:

�2G

�r2 +
1

r

�G

�r
− �2G = −

1

�
	�r − r��, a � r � b �6�

sing variation of parameters, the solution may be found in the
orm

G�r�r�� =
1

2���1 − A1A2�

���A2I0��r�� + K0��r����I0��r� + A1K0��r�� , r � r�

�A2I0��r� + K0��r���I0��r�� + A1K0��r��� , r 
 r�



�7�
here

A1 =�
0 if a = 0 �solid cylinder�

−
I0��a�
K0��a�

if kind 1 at r = a

I1��a�
K1��a�

if kind 2 at r = a

k�I1��a� − 
1I0��a�
k�K1��a� + 
1K0��a�

if kind 3, 4, or 5 at r = a
�
�8�

nd

A2 =�
0 b → �

−
K0��b�
I0��b�

if kind 1 at r = b

K1��b�
I1��b�

if kind 2 at r = b

k�K1��b� − 
2K0��b�
k�I1��b� + 
2I0��b�

if kind 3, 4, or 5 at r = b
�
�9�

he set of GFs given in Eq. �7� applies to 36 combinations of
oundary conditions—six kinds at rmin and six at rmax. This in-
ludes the zeroth kind to represent a nonphysical boundary at r
0 or r→�. We use a numbering system to identify these GFs in

he form RIJ, where R represents the radial coordinate, and I ,J
0,1 , . . . ,5 represent the kinds of boundary condition present.
or example, R11 denotes a hollow cylinder with type 1 bound-
ries. For more information on the numbering system, see Ref. �6�
Chap. 2�.

Finite Cylinder With T=T„r ,z…
Consider a finite-length hollow cylinder with outer radius b,
nner radius a, and length L. This geometry can also describe a
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solid cylinder if a=0. Suppose the steady-periodic temperature in
the finite cylinder does not depend on angle, then the temperature
satisfies

1

r

�

�r
�r

�T

�r
� +

�2T

�z2 − �2T = −
g�r,z,��

k
�10�

and at the boundaries

ki

�T

�ni
+ �hi + j���c��i�T = f i�ri,zi� �11�

where i=1, 2, 3, and 4 represents boundaries at r=a, r=b, z=0,
and z=L, respectively. Quantity �i is the thickness of a surface
layer with high conductivity that may be present. The associated
GF for the finite cylinder satisfies

1

r

�

�r
�r

�G

�r
� +

�2G

�z2 − �2G = −
1

�
	�r − r��	�z − z�� �12�

and at the boundaries

ki

�G

�ni
+ 
iG = 0 �13�

where 
i=hi+ j���c��i.
The set of GFs given by Eqs. �12� and �13� represents a large

number of geometries, with 36 combinations of boundary condi-
tions along r and 36 combinations along z for a total of 1296
combinations. The number system for these GFs have the form
RIJZKL, where R and Z represent the coordinate directions, and I,
J, K, and L represent the types of boundary conditions present.
For example, number R03Z33 represents a solid cylinder with
convection �third kind� over the boundaries at r=b, z=0, and z
=L.

There are two forms of the single-sum GF, one with eigenfunc-
tions along the z-direction and the other with eigenfunction along
the r-direction. Both are important, as one can be used to check
the other, and where one converges slowly the other generally
converges rapidly �11�.

5.1 2D GF With Eigenfunctions Along z. The single-sum
steady-periodic GF with eigenfunctions along the z-direction has
the form

G�r,z�r�,z�,�� = �
p=0

�
Zp�z�Zp�z��

Nz��p�
Qp�r,r�� �14�

where eigenfunctions Zp satisfy

Zn� + �p
2Zp = 0

along with boundary conditions at z=0 and z=L drawn from those
for G. Eigenfunctions Zp, norm Nz, and eigenvalues �p are well-
known values given in Table 1 �see also Refs. �11,12� �p. 35��.

Kernel function Qp�r ,r�� is identical with the 1D GF discussed
earlier. That is,

Qp�r,r�� = G�r,r����=�p
�15�

where �p
2=�p

2+�2.

5.2 2D GF With Eigenfunctions Along r. An alternate GF
that satisfies Eq. �12� may also be constructed using eigenfunc-
tions along the r direction. If the r-direction eigenfunctions are
denoted Rm�r�, then the alternate single-sum GF may be written

G�r,z�r�,z�,�� = �
m=0

�
Rm�r�Rm�r��

Nr��m�
Pm�z,z�� �16�
Eigenfunctions Rm satisfy
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r

�

�r
�r

�Rm

�r
� − �m

2 Rm = 0

long with the boundary conditions at r=a and r=b. Eigenfunc-
ions Rm have the form of Bessel functions of order zero. Eigen-
unctions Rm and norm Nr are given in Table 2 �for n=0� and the
onditions for computing eigenvalues �m are given in Table 3 for
olid cylinders �0�r�b�. For hollow cylinders see Ref. �12� �pp.
08–113� or Ref. �13�.
Kernel function Pm is given by Ref. �10�:

Pm�z,z�� =
S2

−�S1
−e−�m�2L−�z−z��� + S1

+e−�m�2L−z−z���
2��m�S1

+S2
+ − S1

−S2
−e−2�mL�

+
S2

+�S1
+e−�m��z−z��� + S1

−e−�m�z+z���
2��m�S1

+S2
+ − S1

−S2
−e−2�mL�

�17�

here �m
2 =�m

2 +�2 and where subscripts 1 and 2 indicate sides z

able 1 Eigenfunctions along the z-direction. Note B1
h1L /k ; B2=h2L /k. „„a… Eigenfunctions and „b… inverse norm
nd eigenvalues or conditions.…

ases Zp�z�

�a�
11, Z12, and Z13 sin��pz�
21, Z22, and Z23 cos��pz�
31, Z32, and Z33 �pL cos��pz�+B1 sin��pz�

ase Nz�p�−1 �p or eigencondition

�b�
11 2 /L p� /L

12 2 /L
�2p − 1��

2L
13a 2Dp /L �pL cot��pL�=−B2

21 2 /L
�2p − 1��

2L

22 �2/L, �p � 0

1/L, �p = 0

 p� /L

23a 2Dp /L �pL tan��pL�=B2

31
2

��pL�2 + B1
2 + B1

�pL cot��pL�=−B1

32
2

��pL�2 + B1
2 + B1

�pL tan��pL�=B1

33b 2dp /L tan��pL� =
�pL�B1 + B2�
��pL�2 − B1B2

Dp= ���pL�2+B2
2� / ���pL�2+B2

2+B2�.
dp=Dp÷ ���pL�2+B1

2+B1Dp�.

Table 2 Eigenfunctions and norm

Case Condition at r=b Rnm

R01 Rnm=0 Jn��nmr�

R02
dRnm

dr
= 0 Jn��nmr�

R03 k
dRnm

dr
+ hRnm = 0 Jn��nmr�
ournal of Heat Transfer
=0 and z=L of the cylinder, respectively. Parameters SM
+ and SM

−

depend on the boundary conditions on side M and are given by

SM
+ = �1 if side M is kind 1 or kind 2

�mL + BM if side M is kind 3, 4, or 5

 �18�

SM
− = �− 1 if side M is kind 1

1 if side M is kind 2

�mL − BM if side M is kind 3, 4, or 5
� �19�

Here BM =
ML /k is the Biot number for side M, and k is the
conductivity of the cylinder.

6 Finite Cylinder With T=T„r ,� ,z…
In this section, the finite-length cylinder with three-dimensional

heat conduction is treated. That is, temperature depends on spatial
coordinates �r ,� ,z�. The steady-periodic temperature satisfies

1

r

�

�r
�r

�T

�r
� +

1

r2

�2T

��2 +
�2T

�z2 − �2T = −
g�r,z,��

k
�20�

and at the boundaries

ki

�T

�ni
+ 
iT = f i�ri,�i,zi� �21�

where i=1, 2, 3, and 4 represents boundaries at r=a, r=b, z=0,
and z=L, respectively.

The associated GF for 3D steady-periodic heat conduction in
the finite cylinder satisfies

1

r

�

�r
�r

�G

�r
� +

1

r2

�2G

��2 +
�2G

�z2 − �2G

= −
1

�
	�r − r��	�z − z��	�� − ��� �22�

and at the boundaries

ki

�G

�ni
+ 
iG = 0 �23�

The set of GFs represented by Eqs. �22� and �23� represent 1296
combinations of boundary conditions �36 along r and 36 along z�,
denoted by GF number RIJZKL�00. Here �00 denotes the angu-
lar dependence for the full cylinder, and I ,J ,K ,L=0,1 , . . . ,5 de-
note the types of boundary conditions present. Two forms of the
double-sum GF are discussed in Secs. 6.1 and 6.2.

r solid cylinders. Note B2=�2b /k.

�Nr�−1 for n�0 �Nr�−1 for n=0

2

b2Jn���nmb�
See n�0

2

b2Jn
2��nmb�

b2�nm
2

�b2�nm
2 − n2�

2

b2

2

b2Jn
2��nmb�

b2�nm
2

�B2
2 + b2�nm

2 − n2�
See n�0

Table 3 Eigenconditions for solid cylinders

Case Eigencondition

R01 Jn��nmb�=0
R02 Jn���nmb�=0
R03 �nmbJn���nmb�+B2Jn��nmb�=0
fo
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6.1 3D GF With Eigenfunctions Along z. The double-sum
teady-periodic GF with eigenfunctions along the z-direction has
he form

G�r,�,z�r�,��,z�,�� = �
n=0

�

�
p=0

�
Zp�z�Zp�z��

Nz��p�
cos�n�� − ����

N�

Qnp�r,r��

�24�

he boundary conditions at z=0 and z=L are satisfied by the
igenfunctions in the z-direction, and the conditions at �=0 and
=2� are satisfied by the eigenfunctions in the �-direction. Here
orm N� is equal to � for n=0 and 2� for n�1.
Kernel function Qnp can be shown to have the form

np�r�r��

=
1

2���1 − A1A2�

���A2In��pr�� + Kn��pr����In��pr� + A1Kn��pr�� , r � r�

�A2In��pr� + Kn��pr���In��pr�� + A1Kn��pr��� , r 
 r�



�25�

here

A1 =
���paIn+1��pa� + nIn��pa��� − B1In��pa�
��paKn+1��pa� − nKn��pa�� + B1Kn��pa�

�26�

nd

A2 =
��pbKn+1��pb� − nKn��pb�� − B2Kn��pb�

��pbIn+1��pb� + nIn��pb�� + B2In��pb�
�27�

he quantities B1=
1a /k1 and B2=
2b /k2 are modified Biot num-
ers at the inner and outer radii, respectively. The above values for
1 and A2 are for the most general boundary condition �fifth kind�.
alues for other kinds of boundaries can be found by analogy with
qs. �27�–�29�. Some care is required when combining eigenfunc-

ions Zp and kernel functions Qnp, as they depend on different Biot
umbers. In the finite-length cylinder, eigenfunctions Zp depend
n Biot numbers BM =
ML /k, where 
M is associated with the
oundary conditions at z=0 and z=L. As many as four distinct
iot numbers may be present in the finite cylinder.

6.2 3D GF With Eigenfunctions Along r. An alternate GF
hat satisfies Eq. �22� may be constructed using eigenfunctions
long the r-direction. If the r-direction eigenfunctions are denoted
nm�r�, then the alternate double-sum GF may be written as

G�r,�,z�r�,��,z�,�� = �
n=0

�

�
m=0

�
Rnm�r�Rnm�r��

Nr��nm�
cos�n�� − ����

N�

�Pm�z,z�� �28�

he m=0 term of the series is needed only when zero is an eigen-
alue �for cases R02 and R22�. The series on n involves the func-
ions cos�n��−����, which satisfy the periodic boundary condi-
ions at �=0 and �=2�. The GF given above is similar in form to
he real-valued steady GF published previously in Ref. �13�; how-
ver, for steady-periodic conditions considered here the eigen-
unctions Rnm, norm Nr, and eigenvalues �nm can take on complex
alues. Eigenfunctions Rnm have the form of Bessel functions of
rder n and are listed in Table 2 along with their norms. The
igenconditions for �nm are listed in Table 3. For hollow cylinders,
ee Ref. �12� �Chap. 3�. Note that the kernel function is identical
o that discussed earlier in Eq. �17�; however, here �m is defined
2 2 2

m=�nm+� .
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7 Temperature Examples
In the next two sections, numerical examples are given of the

temperature in cylindrical geometries caused by steady-periodic
heating. The first example is a cylinder heated at one end and
experiencing axisymmetric convective heat loss from the other
surfaces. The second example is a cylinder heated over a small
region on its surface with convective heat loss.

8 Pin Fin With Heat Flux at Base
Steady-periodic heat transfer in fins has been studied several

times �1–3�. Generally, a fin is long and thin and the temperature
varies only along the axis of the fin; however, Kraus et al. �14�
�Chap. 17� described the two-dimensional temperature in a rect-
angular fin with an oscillating base temperature. This example is
concerned with a short cylindrical fin in which two-dimensional
heat transfer is present. The base of the fin is uniformly heated by
a steady-periodic heat flux, and the other surfaces are cooled by
convection. This is geometry R03Z23. The temperature satisfies
the following equations:

1

r

�

�r
�r

�T

�r
� +

�2T

�z2 − �2T = 0 �29�

at z = 0, − k
�T

�r
= q0��� �30�

at z = L, k
�T

�z
+ hT = 0 �31�

at r = b, k
�T

�r
+ hT = 0 �32�

The temperature may be expressed as an integral involving the
appropriate Green’s function, as follows:

T�r,z,�� =
�

k�
r�=0

b

q0G�r,z,��r�,z� = 0�2�r�dr� �33�

Mathematically, the temperature has a unique solution. However,
there are two series forms of the GF that can provide two distinct
series expressions for the temperature.

8.1 Eigenfunctions Along z. With eigenfunctions along the
z-direction, the GF is given by

G�r,z�r�,z� = 0,�� = �
p=1

�
Zp�z�Zp�0�

Nz��p�
Qp�r,r�� �34�

where the eigenfunction and norm are given by �Table 1�

Zp�z� = cos��pz� �35�

1

Nz��p�
=

2

L

��pL�2 + B2
2

��pL�2 + B2
2 + B2

�36�

where B2=hL /k. Eigenvalues �p satisfy �pL tan��pL�=hL /k. The
kernel function is given by

Qp�r�r�� =
1

2��
��A2I0��pr�� + K0��pr����I0��pr�� , r � r�

�A2I0��pr� + K0��pr���I0��pr��� , r 
 r�


�37�

where A2 is given by

A2 =
�pLK1��pb� − B2K0��pb�
�pLI1��pb� + B2I0��pb�

�38�

and where �p
2=�p

2+�2. Replace this GF into the temperature inte-

gral, Eq. �33�, and evaluate the integral over r� to find
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p
T
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r
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T�r,z,��
q0b/k

= �
p=1

�

cos��pz�
2b

L

��pL�2 + B2
2

��pL�2 + B2
2 + B2

� � 1

�pb
�A2I1��pb� − K1��pb��I0��pr� +

1

�p
2b2


�39�

8.2 Eigenfunctions Along r. An alternate form of the GF has
igenfunctions along the r-direction, and is given by
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Fig. 2 Fin effectiveness in the pin fin
Biot number and dimensionless freque

and 1.0

ournal of Heat Transfer
G�r,z�r�,z� = 0,�� = �
m=1

�
Rm�r�Rm�r��

Nr��m�
Pm�z,z� = 0� �40�

where the eigenfunction and norm are given by �Table 2�

Rm�r� = J0��mr� �41�

1

Nr
=

2

J0
2��mb�

�m
2

���hb/k�2 + b2�m
2 ��

�42�

where eigenvalue �m satisfies �Table 3�

�mbJ0���mb� + B2J0��mb� = 0 �43�

Kernel function P is given by Eq. �17� for a type 2 boundary at
z=0 and a type 3 boundary at z=L �case Z23�:

P�z,z� = 0� =
S2

−e−�m�2L−z� + S2
+e−�mz

�m�S2
+ − S2

−e−2�mL�
�44�

where �m
2 =�m

2 +�2, S2
+=�mL+hL /k, and S2

−=�mL−hL /k. This
form of the GF may be substituted into the temperature integral to
find an alternate series expression for the temperature

T�r,z,��
q0b/k

= �
m=1

�
1

�mb
J0��mr�J1��mb�

2�m
2 b2

J0
2��mb���hb/k�2 + b2�m

2 �

�
��mL − hL/k�e−�m�2L−z� + ��mL + hL/k�e−�mz

�mb���mL + hL/k� − ��mL − hL/k�e−2�mL�
�45�

Numerical values for the temperature in the pin fin were computed
using both temperature series, Eqs. �39� and �45�, and the results
agree to five significant figures, providing a very strong check on
the correctness of the results. As both series are exact, closer
agreement could have been secured by including more terms in
the truncated sum. In Fig. 1, the contour plots of the amplitude
and phase of the temperature are given for a fin of aspect ratio
b /L=0.5. The frequency is fixed at �b2 /�=1.0 and the results for
Biot number hb /k=0.2, 1.0, and 5.0 are shown at the top, middle,
and bottom of the figure, respectively. The amplitude of the tem-
perature is largest where the heat is added �z=0� and decreases
along the length of the fin. Heat leaves the fin along the r /b=1
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oundary, demonstrated by the slope of the temperature at the
oundary, which is proportional to heat flux. Thus, as the Biot
umber increases, the slope at the boundary increases along with
he boundary heat flux.

The phase of the temperature shown in Fig. 1 is negative and
losest to zero at the heating location z=0. As z increases, the
hase becomes more negative �moving further from zero�. For the
mallest Biot number �at the top of the figure�, the change in
hase along the fin is most pronounced, and as the Biot number
ncreases there is less change in phase along the fin.

In Fig. 2, the effectiveness of fins with three different aspect
atios are graphed as a function of the Biot number hL /k and the
imensionless frequency �b2 /�. The fin effectiveness �also called
he fin-removal number� is defined as the conductive heat flow
nto the base of the fin divided by the convective heat flow
hrough the fin-base area if the fin was not present �14� �p. 92�.
he total flow into the fin was calculated by differentiating the

emperature expressions �at z=0� term by term and then integrat-
ng over the cross sectional area. A fin is usually considered jus-
ifiable if the effectiveness is greater than or equal to 2. At low
requencies, for a fixed aspect ratio, the fin is more effective at
ower Biot numbers as expected. As frequency increases, the fin
ecomes less effective due to the insufficient time between the
uctuations for the heat to transfer down the fin. It is also inter-
sting to note that thinner fins are more effective at lower frequen-
ies but this is not necessarily true at higher frequencies. For
xample, a fin with a Biot number of 10−2, an aspect ratio of 1,
nd an effectiveness of 2 would have an effectiveness somewhat
ess than 2 if the aspect ratio was changed to 0.1 while holding all
f the other parameters constant.

Solid Cylinder Heated Over a Sector of Its Surface
nd Cooled by Convection
Consider a solid cylinder with steady-periodic heating over an

ngular sector of the curved surface, parallel to the cylinder axis,
nd cooled by convection over the entire curved surface. The flat
nds of the cylinder are fixed at the fluid temperature. This geom-
try is an approximate thermal model of a hot-film sensor used to
easure fluid flow. The temperature satisfies the following equa-

ions:

1

r

�

�r
�r

�T

�r
� +

1

r2

�2T

��2 +
�2T

�z2 − �2T +
g�r,�,z�

k
= 0 �46�

at z = 0, T = T� �47�

at z = L, T = T� �48�

at r = b, k
�T

�r
+ hT = hT� �49�

he heating function is given by

g�r,�,z� = �q0	�r − b� 0 � � � �0

0 �0 � � � 2�

 �50�

ote that the heat is introduced at surface r=b. This is geometry
03Z11�00 in the heat conduction numbering system. The tem-
erature may be stated in the form of an integral with the GF, as
ollows:

T�r,�,z,�� − T� =
�

k�
��=0

�0 �
z�=0

L

q0

�G�r,�,z,��r� = b,��,z��dz�d��b �51�

here are two forms of the GF that allow for two distinct series
xpressions for the temperature.

9.1 Eigenfunctions Along z. With eigenfunctions along the

-direction, the GF is given by Eq. �24�. The eigenfunction and
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norm are given by Table 2 �case Z11� and the kernel function is
given by Eq. �25� �for case R03�. Replace the GF into the tem-
perature integral, Eq. �51�, and evaluate the integrals on �� and z�:

T�r,�,z� − T�

q0b/k
= �

p=1

�

�
n=0

�
2 sin�p�z/L��1 − �− 1�p�

p�

� Cn�A2�n�In��pb� + Kn��pb��
In��pr�

2�
�52�

where

Cn = ��0/�, n = 0

�sin�n�� − sin n�� − �0��/�2�n�, n � 0



and where

A2�n� =
��pbKn+1��pb� − nKn��pb�� − B2Kn��pb�

��pbIn+1��pb� + nIn��pb�� + B2In��pb�
�53�

with B2=hb /k. Note that the integral over �� must be treated
separately when n=0.

9.2 Eigenfunctions Along r. An alternate form of the GF,
with eigenfunctions along the r-direction, is given by Eq. �28�.
The eigenfunction and norm are given by case R03 in Table 3, and
the kernel function Pm is given by Eq. �17�, with �2=�nm

2 +�2.
Replace the alternate GF into the integral expression for the GF
and evaluate the integrals over �� and z� to find the an alternate
series expression for the temperature

Fig. 3 Amplitude and phase of the temperature around the cir-
cumference of a cylinder „r=b , z=L /2… for several values of
the „dimensionless… heating frequency. The cylinder surface is
heated steady periodically over a small strip 0<�<0.2 and the

convection on the curved surface is characterized by B2=1.
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T�r,�,z� − T�

q0b/k
= �

m=1

�

�
n=0

�

Jn��nmr�
2�nm

2

�Jn��nmb��hb/k�2 + b2�nm
2 − n2�

� Cn� 1

�2 +
e−��2L−z� − e−��L−z� − e−2�L − e−�z

�2�1 − e−2�L� �
�54�

here Cn is given above. Note that additive term 1 /�2, from
ntegration on z� of the kernel function, may cause slow series
onvergence because this portion of the series does not contain a
onvergence-promoting exponential function. The series contain-
ng this additive term can be shown to correspond to a two-
imensional temperature distribution that does not depend on co-
rdinate z and it can be replaced by a faster-converging single-
um form �see Ref. �11��.

Numerical values were computed for the amplitude and phase
f the dimensionless temperature on the cylinder surface r=b and
t the midpoint z=L /2. The heated strip is located on 0��
0.2 and the aspect ratio of the cylinder is b /L=0.2.
Figure 3 shows the temperature amplitude and phase at the

patial location �r=b , z=L /2�, with several different heating fre-
uencies and the Biot number is fixed at B2=1. The temperature
mplitude decreases as the frequency increases, also the tempera-
ure becomes more localized to the heater at higher frequencies.
s an explanation, there is less time for angular heat diffusion at
igher frequencies. For all frequencies, the phase contains a flat
egion far from the heater; however, the level of this flat region
ncreases with increasing frequency.

0 Summary
In this paper, a family of solutions to steady-periodic heating in

ylinders has been presented with the method of Green’s func-
ions. Five types of boundary conditions have been treated. Solu-
ions are given for cylinder geometries described by one, two, and
hree spatial coordinates, along with numerical examples. For
ome geometries alternate forms of the GF are given, which can
e used for checking purposes and for improving the convergence
ehavior of the resulting temperature solutions. One application of
hese steady-periodic heat conduction solutions is for use with
nverse methods for determining thermal properties from experi-
ental temperature data.

omenclature
a � inner radius �m�
b � outer radius �m�

Bi � Biot number at boundary i
f i � known effect at boundary i
g � internal heating at frequency �
G � steady-periodic Green’s function
hi � heat transfer coefficient �W m−2 K−1�
i � index

In � modified Bessel function, order n
j � imaginary number, �−1
k � thermal conductivity �W m−1 K−1�

K � modified Bessel function, order n
n

ournal of Heat Transfer
L � length of domain in z-direction �m�
m � index
n � index
ni � outward-facing unit normal vector on boundary

i
N � norm
p � index
P � kernel function along z direction
q � steady-periodic heat flux �W m−2�
Q � kernel function along r direction
r � radial coordinate
R � eigenfunction along r-direction

SM � coefficient for kernel function P
t � time �s�

T � steady-periodic temperature �K�
z � axial coordinate

Zp � eigenfunction along z-direction

Greek Symbols
� � thermal diffusivity �m2 s−1�
� � parameter for kernel function
	 � Dirac delta function
� � thickness of surface layer on boundary
� � eigenvalue associated with R

 � boundary parameter, type 3, 4, or 5

�p � eigenvalue associated with Zp
� � density �kg m−3�
� � �j� /��1/2

� � angular coordinate �rad�
� � frequency �rad s−1�
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Flow Boiling Heat Transfer,
Pressure Drop, and Flow Pattern
for CO2 in a 3.5 mm Horizontal
Smooth Tube
CO2 flow boiling heat transfer coefficients and pressure drop in a 3.5 mm horizontal
smooth tube are presented. Also, flow patterns were visualized and studied at adiabatic
conditions in a 3 mm glass tube located immediately after a heat transfer section. Heat
was applied by a secondary fluid through two brass half cylinders to the test section
tubes. This research was performed at evaporation temperatures of �15°C and �30°C,
mass fluxes of 200 kg /m2 s and 400 kg /m2 s, and heat flux from 5 kW /m2 to 15 kW /m2

for vapor qualities ranging from 0.1 to 0.8. The CO2 heat transfer coefficients indicated
the nucleate boiling dominant heat transfer characteristics such as the strong dependence
on heat fluxes at a mass flux of 200 kg /m2 s. However, enhanced convective boiling
contribution was observed at 400 kg /m2 s. Surface conditions for two different tubes
were investigated with a profilometer, atomic force microscope, and scanning electron
microscope images, and their possible effects on heat transfer are discussed. Pressure
drop, measured at adiabatic conditions, increased with the increase of mass flux and
quality, and with the decrease of evaporation temperature. The measured heat transfer
coefficients and pressure drop were compared with general correlations. Some of these
correlations showed relatively good agreements with measured values. Visualized flow
patterns were compared with two flow pattern maps and the comparison showed that the
flow pattern maps need improvement in the transition regions from intermittent to annu-
lar flow. �DOI: 10.1115/1.2909079�

Keywords: CO2, low temperature, heat transfer, pressure drop, flow patterns, surface
condition
ntroduction

CO2 was reintroduced as an alternate refrigerant because of
nvironmental concerns, and some commercial products using
O2 as a working fluid are already on the market. As the use of
O2 in real systems increases, the range of operating condition for
O2 systems becomes wider, including low temperature applica-

ions. For the better design of systems operating in low tempera-
ures, accurate measurements of the flow boiling heat transfer and
ressure drop along with a better understanding of the heat trans-
er mechanisms are required.

In response to this application trend, the CO2 flow boiling heat
ransfer coefficients for low evaporation temperatures were mea-
ured by Bredesen et al. �1�, Høgaard Knudsen and Jensen �2�,
nd Park and Hrnjak �3,4�. Bredesen et al. �1� presented heat
ransfer coefficients that were nearly unchanged with quality
ariation at an evaporation temperature of −25°C and the de-
rease of heat transfer with the increase of quality was not mea-
ured at evaporation temperatures lower than −10°C. Based on
heir experimental data, they concluded that nucleate boiling
layed a more important role in flow boiling heat transfer for CO2
han other conventional refrigerants. Høgaard Knudsen and Jensen
2� also measured the heat transfer coefficients at an evaporation
emperature of −25°C and compared their results with Shah’s �5�
orrelation. They showed that the measured heat transfer coeffi-

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received April 17, 2007; final manuscript re-
eived August 7, 2007; published online June 19, 2009. Review conducted by Louis

. Burmeister.

ournal of Heat Transfer Copyright © 20
cients were much higher than the predicted values. However, there
was a significant difference, about 40–80%, between the mea-
sured flow boiling heat transfer coefficients when comparing the
two studies �1,2� under similar test conditions. Motivated by this
discrepancy and the limited conditions of the previous measure-
ments, Park and Hrnjak �3,4� presented the CO2 heat transfer
coefficients in a 6.1 mm inner diameter tube at evaporation tem-
peratures of −30°C and −15°C. The CO2 heat transfer coeffi-
cients, pressure drop, and flow patterns were compared with those
for R410A. They confirmed the nucleate boiling dominance for
flow boiling heat transfer and showed that Gungor and Winter-
ton’s �6� correlation could predict the measured values relatively
well.

Two-phase flow pressure drop of CO2 has been measured by
several researchers. Yoon et al. �7� and Bredesen et al. �1� mea-
sured pressure drop in 7.53 mm and 7.0 mm tubes, respectively.
Bredesen et al. �1� presented pressure drop at evaporation tem-
peratures of −25°C and −10°C. Their results showed that pres-
sure drop was influenced by evaporation temperatures, mass
fluxes, and vapor qualities, but not by heat fluxes. Park and Hrnjak
�4� reported that CO2 pressure drop in a 6.1 mm tube at −15°C
and −30°C could be predicted relatively well by the Müller-
Steinhagen and Heck �8� correlation. For a 0.8 mm multiported
tube, Pettersen �9� measured pressure drop, and commented that
the pressure drop can be calculated by Friedel’s �10� correlation
without significant deviation. Many studies have been performed
in studying CO2 flow boiling heat transfer and pressure drop at
evaporation temperatures higher than −5°C, and they were re-
viewed by Thome and Ribatski �11�.

CO2 flow visualization studies have been conducted by Pet-

tersen �9�, Yun and Kim �12�, Schael and Kind �13�, Park and

SEPTEMBER 2009, Vol. 131 / 091501-109 by ASME
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rnjak �4�, and Jang and Hrnjak �14�. Pettersen �9� visualized the
ow patterns in a tube with a diameter of 0.98 mm at an evapo-
ation temperature of 20°C and heat flux of 13 kW /m2. He
howed the dominance of intermittent and annular flow regimes
nd reported that the observed flow pattern did not fit any flow
attern maps. Yun and Kim �12� visualized flow patterns at an
vaporation temperature of 5.3°C in a rectangular channel, which
as 2 mm high and 16 mm wide. Schael and Kind �13� observed
ow patterns in a horizontal microfin tube with a base diameter of
.62 mm, at temperatures of −10°C and 5°C. Park and Hrnjak �4�
resented flow patterns in a 6.1 mm tube at temperatures of
15°C and −30°C, and mentioned that the flow patterns could be
redicted by the flow pattern map of Weisman et al. �15� and
ojtan et al. �16�.
A literature review indicates a limited number of reports on

O2 flow boiling heat transfer, pressure drop, and flow patterns at
ow temperatures but none for tubes smaller than 6 mm. Most of
he previous studies have not considered the surface conditions of
heir tubes, even though CO2 flow boiling is recognized as an
ctive heat transfer mechanism of nucleate boiling, which is in-
uenced by surface conditions. Only a small number of studies,
uch as Ref. �17�, were presented to show the influence of surface
oughness on flow boiling heat transfer. Yu et al. �17� measured
urface roughness and observed surface condition using a scan-
ing electron microscope �SEM� for two smooth tubes with dif-
erent surface conditions. From the measured flow boiling heat
ransfer coefficients in two different tubes, Yu et al. �17� con-
luded that a rougher surface could enhance not only pool boiling
ut also flow boiling heat transfer for conventional refrigerants.
This study was motivated by the current research trend. In order

o provide experimental data for tubes less than 6 mm, CO2 flow
oiling heat transfer and pressure drop were measured in a
.5 mm copper tube and flow patterns were visualized in a 3 mm
lass tube at evaporation temperatures of −15°C and −30°C.
lso, possible surface condition effects on flow boiling heat trans-

er are presented by comparing the heat transfer data for a 6.1 mm
ube �3�, and by quantifying and imaging the surface conditions of
.5 mm and 6.1 mm copper tubes with a profilometer, SEM, and
tomic force microscope �AFM�. The measured heat transfer co-
fficients and pressure drop are compared with the predicted val-
es from several correlations, and flow patterns were examined
nd compared with two flow pattern maps.

xperimental Facility and Test Conditions
The test facility consists of two independent loops: One for

O2 and the other for the secondary fluid �methoxy-
onafluorobutane, C4F9OCH3�. A schematic of the facility is
hown in Fig. 1. This facility is almost identical to the test rig
resented in previous studies �3,4� with the exception of a 3.5 mm
est tube for heat transfer and pressure drop measurements and a
isualization section. The secondary fluid loop has two main func-
ions. One is to subcool the CO2 in order to avoid cavitation in the
ear pump, and the other is to add heat to the test section. The
econdary fluid was chilled in a heat exchanger linked with the
404A cooling unit, and it subcooled the CO2 in the subcooler.
fter the subcooler, the secondary fluid was heated by the second-

ry fluid heater in order to maintain the secondary fluid at a tem-
erature higher than the saturation temperature of CO2. From the
emperature difference between the secondary fluid and the satu-
ated CO2 in the test section, heat could be transferred from the
econdary fluid to CO2.

In the CO2 loop, subcooled liquid CO2 was pumped by a gear
ump to a calorimeter where it was heated by electrical heaters
rom liquid to liquid-vapor phase with a desired quality at the inlet
f a test section. The calorimeter was carefully calibrated to pro-
ide accurate measurements of inlet quality. In the 3.5 mm copper
ube test section, heat was transferred to CO2 from two half-

ylinder brass pieces surrounding the copper tube. The tempera-

91501-2 / Vol. 131, SEPTEMBER 2009
ture of the brass pieces was controlled by the secondary fluid
circulating through the brass pieces. The cross section of the test
section is illustrated schematically in Fig. 2�a�. The brass pieces
provide a uniform temperature distribution to the wall of the cop-
per tube by dampening the influence of the secondary fluid tem-
perature difference between the test section inlet and outlet. All

Fig. 1 Simplified schematics of test facility

Fig. 2 Schematics for „a… the test section, „b… the cross sec-

tion of the test tube, and „c… dimension of the test tube

Transactions of the ASME
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aps between the two brass pieces and the copper tube were filled
ith high thermal conductivity paste to reduce the thermal contact

esistance, while the upper and lower parts of the brass jackets
ere tightened with two metal band clamps. Due to the smaller
uter diameter of the tube inserted between the two brass pieces,
larger concentric tube was placed around it, with the gap be-

ween the tubes filled with tin, as illustrated in Fig. 2�b�. A neck
as machined at each of the entrance and exit of the test section,

s shown in Fig. 2�c�, in order to reduce the axial conduction heat
oss from the heated region. The locations of the thermocouples
laced at the top, bottom, and sides at three separate locations
long the test section are illustrated in Fig. 2�c�. As a result, tem-
eratures at 12 points on the tube surface were measured and their
verage values were used as the wall temperature to calculate the
eat transfer coefficient. The thermocouples were carefully cali-
rated by a calibration test, which was performed with the sec-
ndary fluid and CO2 flowing through the test section at operating
emperatures. The thermocouples were attached using a very thin
ayer of thermal epoxy in grooves carved on the outside surface of
he inner tube. The remaining portion of the grooves was filled
ith high thermal conductivity paste.
In order to ensure a small change of vapor quality, the length of

he heated region was chosen to be 150 mm, shorter than in some
ther studies. In order to determine possible effects, a test which
ffectively increased the heated length was conducted. This was
ccomplished by wrapping an electric heater over 1.2 m of tube
pstream of the test section. In this test, the same heat flux as a
est condition was applied upstream of the test section, which
ffectively elongated the heated length. Nearly identical results for
easurement with and without electric heat supply were obtained.
rom these results, it could be inferred that the heated length in

his study was sufficiently long to guarantee reliable measurement
hile providing a narrow band of qualities.
The visualization section, located immediately after the test

ection, consisted of a glass tube, fittings, and a polyester block.
he inner and outer diameters were 3 mm and 10 mm, respec-

ively, and the visualized length was 90 mm. A polyester block,
ith dimensions of 130�70�70 mm3, surrounded the glass tube

n order to prevent condensation or frosting. After the visualiza-
ion section, horizontal pressure drop was measured by differential
ressure transducers at adiabatic conditions over 1 m long sec-
ions of the same tube. Generally, pressure drop of two-phase flow
n a horizontal tube is influenced by friction and acceleration of
he flow caused by flow boiling. Instead of measuring pressure
rop over a heated section, it was performed at an adiabatic con-
ition over the length of 1 m in this study; because the heated
ection was relatively short �150 mm�. Due to the short heated
ection, the pressure drop generated by acceleration was small and
he measurement accuracy of two-phase flow pressure drop could
e influenced. The control heater added heat downstream of the
ast pressure drop test section to maintain a desired saturation
emperature in the test section. After the control heater, CO2 con-
ensed in a plate heat exchanger, connected to the R404A cooling
nit, and then flowed to the CO2 subcooler.
The absolute pressure of CO2 was determined by a pressure

ransducer with an uncertainty of �3.4 kPa. Pressure drop was
valuated by differential pressure transducers with an accuracy of
0.086 kPa. The CO2 and the secondary fluid mass flow rates
ere measured by Coriolis mass flow meters with an accuracy of
0.1% of the reading. Electrical power inputs to the calorimeter

nd the secondary fluid heater were measured with watt transduc-
rs, which had 0.2% reading accuracy. T-type thermocouples with
calibrated accuracy of �0.10°C were used to measure the re-

rigerant temperature and wall temperature on the test tube. Flow
oiling heat transfer coefficients were determined with a variation
f saturation temperature, mass flux, heat flux, and quality. The
ressure drop measurements and flow visualization were per-
ormed at adiabatic conditions with the same evaporation tem-

eratures and mass fluxes as the measurement of heat transfer

ournal of Heat Transfer
coefficients. The evaporation temperatures were set at −15°C and
−30°C. The heat fluxes were 5 kW /m2, 10 kW /m2, and
15 kW /m2, and the mass fluxes were 200 kg /m2 s and
400 kg /m2 s. The CO2 quality at the test section inlet was con-
trolled from 0.1 to 0.8.

Data Reduction
The same data reduction and calibration methods were used as

in the previous studies �3,4�. The average flow boiling heat trans-

fer coefficient, h, was determined from Eq. �1� where Q̇CO2
and

TCO2
represent the heat transfer rate to the CO2 and the CO2

saturation temperature, respectively. The saturation temperature
was calculated from the measured saturation pressure based on the
equation of state presented by Span and Wagner �18�.

h = Q̇CO2
/�Asurf�TW − TCO2

�� �1�

Q̇CO2
= �ṁCP�sf�Tsf,i − Tsf,o� + Q̇amb − Q̇cond �2�

The heat transfer rate to the CO2 was calculated by Eq. �2�. The
first term of right hand side of Eq. �2� is the heat transfer rate from
the secondary fluid to the test section. The specific heat of the
secondary fluid,CP,sf, was determined by a calibration test where
the secondary fluid flowed through the test section at operating
conditions, and heat was added with an electrical heater inserted
between brass pieces. From the inlet and outlet temperatures, and
mass flow rate of the secondary fluid, the amount of energy to the

electrical heater, and ambient temperature, CP,sf and Q̇amb could
be determined in the calibration test. The heat transfer rate be-

tween the test section and environment was symbolized by Q̇amb.

The conduction heat loss in the axial direction of the pipe, Q̇cond,
was estimated by a finite element method provided by Jang and
Hrnjak �19�. In this method, a temperature of a small wall ele-
ment, which was adjacent to heated regions, was determined, and

the Q̇cond was calculated by the temperature gradient between the
heated region and this small wall element in contact with the
heated region. The method was validated by presenting an almost
identical measured and calculated wall temperature for an element
close to the heated region. The uncertainty propagation of heat
transfer coefficient was calculated based on Ref. �20�. The uncer-
tainty was within the range of 7.6–26.3% of the measured heat
transfer coefficient and each measurement uncertainty was shown
as a vertical error bar in the figures.

In order to verify the methodology applied in this study, R22
flow boiling heat transfer coefficients for a 6.1 mm tube were
measured by the same facility because R22 has a large database
and it is a well known refrigerant. The experimental results were
compared with the predicted values calculated by the correlations
of Gungor and Winterton �6�, Kandlikar �21�, Shah �5�, and Wat-
telet et al. �22�. In Fig. 3, it is illustrated that R22 heat transfer
coefficients determined by this experimental facility agreed well
with the predicted values by the correlations at vapor qualities
lower than 0.4. The measured R22 heat transfer coefficients were
about 10% higher than calculated values at vapor qualities higher
than 0.5, as seen in Fig. 3. Even though the measurement of heat
transfer coefficients for the 3.5 mm tube with R22 was not per-
formed in this study, the same facility, data reduction, calibration
method, and other methodology as for the 6.1 mm tube were used.
As a result, it could be inferred that the CO2 flow boiling heat
transfer coefficients for the 3.5 mm tube could be properly deter-
mined.

Results and Discussion

CO2 Flow Boiling Heat Transfer Coefficient for the 3.5 mm
Tube. In the previous studies �1–4� for tubes larger than 6 mm at

low evaporation temperatures, CO2 heat transfer coefficients were

SEPTEMBER 2009, Vol. 131 / 091501-3
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early independent of vapor quality for mass fluxes near
00 kg /m2 s. Due to the large vapor density of CO2, the change
f CO2 two-phase flow velocity with the increase of quality is not
ignificant, which results in lower contribution of convective boil-
ng to flow boiling heat transfer. However, the earlier studies �1,3�
howed that heat transfer coefficients had a positive slope with the
ncrease of vapor quality before dryout at mass fluxes near
00 kg /m2 s because the convective boiling contribution
ncreased.

In Fig. 4, the flow boiling heat transfer coefficients for the
.5 mm tube and their trend are presented with the change of mass
ux, heat flux, quality, and evaporation temperature. The quality
hown in Fig. 4 for each heat transfer coefficient is average qual-
ty in the test section. In Fig. 4, heat transfer coefficients for the
.5 mm tube at a mass flux of 200 kg /m2 s have the characteris-
ics of nucleate boiling dominated heat transfer at a vapor quality
ange below 0.5, including the strong dependence on the change
f heat flux and the small influence of quality. At vapor qualities

ig. 3 Comparison of the measured and predicted R22 flow
oiling heat transfer coefficients to validate the test results for
6.1 mm tube at the evaporation temperature, heat flux, and
ass flux of −15°C, 10 kW/m2, and 400 kg/m2 s, respectively

Fig. 4 CO2 flow boiling heat transfe
function of mass flux, heat flu

temperatures

91501-4 / Vol. 131, SEPTEMBER 2009
above 0.5, heat transfer coefficients increase with the increase of
quality. For a mass flux of 400 kg /m2 s, the heat transfer coeffi-
cients demonstrate the dominance of convective boiling heat
transfer.

For the 3.5 mm tube, heat transfer coefficient change as a func-
tion of quality is very significant. These heat transfer characteris-
tics can be explained by the relation between convective boiling
heat transfer and liquid film thickness at the tube wall. Thome and
El Hajal �23� gave the relation including the liquid film Reynolds
number, film thickness, and liquid Prandtl number as presented by
Eq. �3�. In Eq. �3�, vapor quality �x� can be defined thermody-
namically by an enthalpy ratio as shown in Eq. �4�, and void
fraction ��� can be described by the ratio of vapor phase area to a
total tube area at a cross section of a tube.

hcb = 0.0133�4G�1 − x��
�1 − ���l

�0.69

Prl
0.4kl

�
�3�

x = �itwo phase − il�/�iv − il� �4�

� = �D�1 − ����/2 �5�

� =
x

�v
��1 + 0.12�1 − x��� x

�v
+

1 − x

�l
�

+
1.18

G
	g���l − �v�

�l
2 
0.25

�1 − x��−1

�6�

From this equation, convective boiling increases with the reduc-
tion of liquid film thickness at a tube wall. If an annular flow is
ideally concentric without interfacial waves and liquid entrain-
ment in the vapor core, the liquid film thickness can be obtained
by Eq. �5�. As the tube diameter decreases, the liquid film thick-
ness also decreases for an identical void fraction condition, and
the convective boiling effect on heat transfer becomes stronger.
With this explanation, larger convective boiling contribution for
flow boiling in the 3.5 mm tube than that in the larger tubes in
previous studies can be reasonably described.

In order to explain the different heat transfer trends between
mass fluxes of 200 kg /m2 s and 400 kg /m2 s in Fig. 4, the rela-
tion between the mass flux and the liquid film thickness should be
identified. As shown in the Rouhani and Axelsson �24� equation
presented by Eq. �6�, the void fraction increases as the mass flux
increases, at a given quality. Also, the entrainment of liquid into
the vapor core is enhanced with the increase of mass flux, as

oefficients for the 3.5 mm tube as a
vapor quality, and evaporation
r c
x,
Transactions of the ASME
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resented by Okawa et al. �25�. Consequently, the liquid film
hickness becomes thinner as the mass flux increases and the tube
iameter decreases, which causes the significant contribution of
onvective boiling on flow boiling heat transfer.

CO2 flow boiling heat transfer coefficients become higher with
he increase of evaporation temperature, because the nucleate
oiling heat transfer increases. In Fig. 4, this trend can be shown
or the mass flux of 200 kg /m2 s, where nucleate boiling is the
ain heat transfer mechanism. For the mass flux of 400 kg /m2 s,

he effect of evaporation temperature on flow heat transfer is not
s significant as at the lower mass flux.

Generally, flow boiling heat transfer coefficients are augmented
ith increasing mass flux due to the enlarged convective heat

ransfer contribution. However, Park and Hrnjak �3� reported an
nexpected mass flux effect on heat transfer coefficients, which
as that heat transfer coefficients for a mass flux of 400 kg /m2 s
ere lower than those for a lower mass flux of 200 kg /m2 s at low
ualities in a 6.1 mm tube. The identical trend is presented for the
.5 mm tube, as shown in Fig. 4. The unanticipated decrease in
eat transfer with increasing mass flux at low quality regions
ould be a result of a reduction of nucleate boiling heat transfer
echanism. The decrease of nucleate boiling heat transfer may be
consequence of the liquid and vapor dynamics, which affects the

hermal boundary layer needed to initiate nucleation.

Diameter Effect on CO2 Flow Boiling Heat Transfer
oefficient. In order to investigate the tube diameter effect on
eat transfer coefficients, the experimental results for the 3.5 mm
ube were compared with the measured data for a 6.1 mm tube
3�, and the comparison is presented in Fig. 5 with the ratio of
eat transfer coefficients for the 3.5 mm to those for the 6.1 mm
ube. Most previous studies with conventional refrigerants showed
igher heat transfer coefficients and pressure drop for smaller
ubes. However, in Fig. 5, it is illustrated that the CO2 flow boil-
ng heat transfer coefficients are not significantly influenced by a
hange of tube diameter at heat fluxes of 10 kW /m2 and
5 kW /m2. This trend could be explained by larger nucleate boil-
ng contribution to flow boiling for CO2 than for other refriger-
nts, which is caused by the higher reduced pressure and smaller
urface tension of CO2 than other conventional refrigerants at an
dentical temperature.

Even though the small effect of tube diameter on CO2 heat
ransfer could be explained by nucleate boiling effects, this expla-
ation is not sufficient to clarify the lower heat transfer coeffi-
ients for the smaller tube. In Fig. 5, the lower heat transfer for
.5 mm tube is more obvious for higher heat fluxes at low vapor
ualities. From this comparison, it can be inferred that other dif-

Fig. 5 The ratio of CO2 flow boil
3.5 mm to those for the 6.1 mm tube
erences can exist between the two tubes besides the diameter of

ournal of Heat Transfer
the tube. The most plausible difference is surface conditions be-
cause the nucleate boiling contribution to flow boiling heat trans-
fer can be influenced by different surface conditions. According to
pool boiling correlations presented by Gorenflo �26�, the pooling
boiling heat transfer coefficients increase with the increase of sur-
face roughness. If the 6.1 mm tube was much rougher than the

heat transfer coefficients for the
identical conditions

Fig. 6 Tube surface images with a SEM for the „a… 3.5 mm tube
ing
at
„Ã5000… and „b… 6.1 mm tube „Ã5000…

SEPTEMBER 2009, Vol. 131 / 091501-5



3
t
r

E
t
a
s
s
6

T
w

3
6

M

0

.5 mm tube in this study, the lower heat transfer coefficients for
he smaller tube, shown in Fig. 5, can be partly explained by the
oughness effect.

Surface Condition of the 3.5 mm and 6.1 mm Tubes and Its
ffect on Flow Boiling Heat Transfer. In order to characterize

he surface roughness of the 3.5 mm and 6.1 mm tubes, a SEM,
n AFM, and a profilometer were used. The same 6.1 mm tube
pecimen used in the previous study �3� was investigated in this
tudy. The SEM images for the tube surfaces are presented in Fig.
. The linear patterns in the figures represent the axial direction of

able 1 Surface roughness of the 3.5 mm and 6.1 mm tubes
ith the profilometer and AFM

Profilometer

AFM
��m�

Axial
��m�

Circumferential
��m�

.5 mm 0.039 0.034 0.048

.1 mm 0.059 0.054 0.072

ethod
Arithmetic average of
all absolute distance

values from a centerline

Standard
deviation of the
measured values

Fig. 7 Surface profile measured by a profilomet

6.1 mm tubes and to the circumferential direction on

91501-6 / Vol. 131, SEPTEMBER 2009
the tubes. The SEM images show that the 6.1 mm tube surface is
rougher than the 3.5 mm tube, and provide more cavities to ini-
tiate the nucleation. The surface condition difference for the tubes
seems to be caused by a difference in the manufacturing process.
A profilometer and an AFM were used to quantify the surface
roughness; measured values are summarized in Table 1. Figure 7
presents the profile of the surfaces for the 3.5 mm and 6.1 mm
tubes in axial and circumferential directions. Figure 7�b� shows
that the surface profile for the 6.1 mm tube in the axial direction
has much more small protrusions than the 3.5 mm tube. The sur-
face roughness values show that there is no significant difference
of roughness for the axial and circumferential directions. An AFM
was used to investigate the surface conditions because it not only
provides the surface roughness, but also 3D images of a surface.
Figure 8 shows the AFM images for the surface of the 3.5 mm and
6.1 mm tubes; these images illustrate the significantly rougher
surface of the 6.1 mm tube. Four areas �each area of 80
�80 �m2� were scanned by an AFM to confirm the homogeneity
of the two tubes. From the four surface roughness measurements
of the scanned areas, the maximum and minimum values were
excluded and the average of the two remaining values was taken
as the surface roughness.

With the measured surface roughness, the CO2 pool boiling
heat transfer coefficients were calculated by Gorenflo’s �26� cor-
relation and the results are presented in Fig. 9. A roughness of

to the axial direction on the „a… 3.5 mm and „b…
er

the „c… 3.5 mm and „d… 6.1 mm tubes
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.5 �m is the standard roughness of the correlation, and the

.07 �m and 0.04 �m roughnesses represent the surface rough-
ess of the 6.1 mm and 3.5 mm tubes, respectively. The higher
urface roughness results in higher pool boiling heat transfer rates
or the 6.1 mm tube than for the 3.5 mm tube at an otherwise
dentical condition, agreeing with the finding of Yu et al. �17�.
owever, the effect of roughness on CO2 nucleate boiling in Fig.
might be too small to explain the result of the heat transfer

omparison shown in Fig. 5. Therefore, it is worth considering
hether or not surface roughness can represent the essential char-

cteristics of a surface condition. Roy Chowdhury and Winterton
27� commented that pool boiling was influenced by the number
f nucleation sites, not necessarily by the roughness itself. Also,
uke �28� mentioned that a single roughness parameter could not

ully explain the effect of surface condition on pool boiling heat
ransfer. SEM images in Fig. 6 and AFM images in Fig. 8 show
hat the surface conditions are significantly different between the

Fig. 8 Surface image measured b
6.1 mm tubes
wo tubes, and the surface of the 6.1 mm tube has significantly

ournal of Heat Transfer
more holes and cracks, which can be nucleation sites for boiling
phenomena. Considering nucleate boiling to be a more important
heat transfer contribution for CO2 flow boiling than for other re-
frigerants, the different surface conditions of the two tubes partly
explain why heat transfer coefficients for the 3.5 mm tube were
not consistently higher than those for the 6.1 mm tube.

Comparison With General Correlations for Flow Boiling
Heat Transfer Coefficients. Some general correlations for pre-
dicting flow boiling heat transfer coefficients are known to under-
predict CO2 heat transfer coefficients. Thome and El Hajal �23�
presented a correlation to calculate the flow boiling heat transfer
coefficient for CO2 only, based on a heat transfer model associ-
ated with flow patterns proposed by Kattan et al. �29,30� and the
correction of CO2 nucleate boiling contribution. Recently, Cheng
et al. �31� proposed a correlation for CO2 heat transfer coefficients
based on a model presented by Wojtan et al. �32�. Although most

n AFM for the „a… 3.5 mm and „b…
y a
of the correlations to predict flow boiling heat transfer coefficients

SEPTEMBER 2009, Vol. 131 / 091501-7
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ere generated without CO2 data, it is valuable to compare the
easured CO2 heat transfer coefficients with the values predicted

y these at low evaporation temperatures. This is because the
hermophysical properties of CO2 at this temperature range are
imilar to those of conventional refrigerants at their applicable
emperature range, such as CO2 at −30°C and R22 at 10 °C.

In Table 2, the bias error and absolute average deviation of the
redicted values with the general correlations from the measured
eat transfer coefficients are presented for the 3.5 mm tube. In
able 2, the experimental results were compared with calculated
alues by the correlations of Thome and El Hajal �23�, Cheng et
l. �31�, Gungor and Winterton �6�, Wattelet et al. �22�, Liu and
interton �33�, and Shah �5�. For the predictions by these corre-

ations, a measured surface roughness was not considered, be-
ause most of the correlations were developed with a fixed surface
oughness. Even though a measured surface roughness can be
pplied to a correlation, this input cannot give a correct nucleate
oiling contribution to flow boiling heat transfer. This is because
he convective contribution was already determined by comparing
xperimental data with a guessed surface roughness. The correla-
ion of Wattelet et al. �22� gives appropriate heat transfer coeffi-
ient predictions for the 3.5 mm tube with a bias error and abso-
ute average deviation of −2.5% and 13.5%, respectively. Also,
he correlations of Gungor and Winterton �6�, and Liu and Win-
erton �33� can relatively well predict with a bias error and abso-
ute average deviation within 20%.

One of the motivations to select a 3.5 mm tube for measuring
eat transfer coefficients is that the tube size is close to the 3 mm

ig. 9 Surface roughness effect on pool boiling heat transfer
oefficients based on Gorenflo’s †26‡ correlation at boiling tem-
eratures of „a… −15°C and „b… −30°C

able 2 Comparison of experimental data for flow boiling heat
ransfer coefficients for the 3.5 mm tube with some general
orrelations

Correlations Biasa error AADb

Thome and El Hajal �23� 36.8 39.8
Cheng et al. �31� 18.9 26.0

Gungor and Winterton �6� 13.4 17.7
Wattelet et al. �22� −2.6 13.5

Liu and Winterton �33� −15.6 18.5
Shah �5� −26.8 29.5

Bias error,%: 1 /N���hpredicted−hmeasured� /hmeasured��100.
Absolute average deviation �AAD�, %: 1 /N�
��hpredicted−hmeasured� /hmeasured�

100.

91501-8 / Vol. 131, SEPTEMBER 2009
hydraulic diameter, which was proposed as the criterion to catego-
rize tubes by Kandlikar �34�. Kandlikar �34� commented that
tubes with a hydraulic diameter greater than 3 mm could be clas-
sified as conventional macroscale tubes and the tubes with diam-
eters between 3 mm and 200 �m could be grouped as minichan-
nels. In Table 2, some general correlations, based on heat transfer
coefficient data for the tubes with larger than 6 mm, can relatively
well predict the coefficients for the 3.5 mm tube. As a result, it
can be inferred that CO2 flow boiling for the 3.5 mm tube has a
similar characteristic heat transfer mechanism for macroscale
tubes.

Pressure Drop for CO2 Two-Phase Flow at Low
Temperatures. In this study, pressure drop of two-phase flow for
the 3.5 mm tube was measured at adiabatic conditions and is pre-
sented in Fig. 10. Typically, pressure drop increases with the de-
crease of tube diameter and increase of mass flux. It increases
with the reduction of evaporation temperature as a function of
thermophysical properties, such as the increase of liquid viscosity
and decrease of vapor density. Pressure drop consistently in-
creases with the increase of vapor quality up to about 0.7, as
shown in Fig. 10. After this point, it maintains at a certain value
for a mass flux of 200 kg /m2 s, or drops slightly with the increase
of quality for a mass flux of 400 kg /m2 s. The decrease of pres-
sure drop at high mass fluxes and vapor qualities can be explained
by the interaction between the vapor and liquid phase, which is a
major pressure drop mechanism in a two-phase flow. This inter-
action generates turbulent waves on the liquid surface at the in-
terface between liquid and vapor. A stronger interaction can occur
at low and medium vapor qualities, where a liquid film is thick
enough to develop high turbulent waves. At high vapor qualities,
the liquid film is too thin to make a wave form on the film surface
or nonexistent, which results in a decrease of pressure drop with
an increase of vapor quality. The relation between the turbulent
wave in liquid films and pressure drop can be confirmed in Fig.
11�b�, which presents flow patterns for a 3 mm glass tube at a
saturation temperature of −15°C and a mass flux of 400 kg /m2 s.
In Fig. 11�b�, the turbulent waves can be shown at a vapor quality
of 0.7, and the intensity of the wave significantly decreases as the
quality is increased to 0.8 and 0.9.

In Table 3, the bias error and absolute average deviation of the
predicted values with some general correlations from the mea-

Fig. 10 Pressure drop of adiabatic two-phase flow in the
3.5 mm tube for evaporation temperatures of −15°C and
−30°C, mass fluxes of 200 kg/m2 s and 400 kg/m2 s, and vapor
qualities from 0.1 to 0.8
sured pressure drops are presented. For this comparison, the cor-
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elations presented by Friedel �10�, Müller-Steinhagen and Heck
8�, Lockhart and Martinelli �35�, Chisholm �36�, and Grönnerud
37� were used. Friedel’s �10� correlation gives good agreement
ith the measured pressure drop for the 3.5 mm tube with a bias

rror and absolute average deviation of −6.0% and 13.9%, respec-
ively. Ould Didi et al. �38� reported that the Müller-Steinhagen
nd Heck �8� and Friedel’s �10� correlations were appropriate
eparated flow models to predict the pressure drop for annular
ow patterns. From the flow visualization for the 3 mm glass tube

n this study, annular flow pattern was observed for more than
0% of the pressure drop measurement conditions. Based on the
bserved flow patterns and comparison with predicted pressure
rop, it can be concluded that the two-phase flow pressure drop

ig. 11 Flow patterns in the 3 mm glass tube at a saturation
emperature of −15°C for mass fluxes of „a… 200 kg/m2 s and
b… 400 kg/m2 s
or CO2 at low temperatures has similar characteristics as those

ournal of Heat Transfer
for conventional refrigerants. This is because Ould Didi et al. �38�
studied the pressure drop for conventional refrigerants excluding
CO2.

Flow Patterns for CO2 Two-Phase Flow at Low
Temperatures. Flow patterns for two-phase flow can give useful
information for analyzing heat transfer coefficients and pressure
drop, because both heat transfer and pressure drop mechanisms
are influenced by the flow pattern. Figures 11�a� and 11�b� present
the change of flow patterns with the increase of vapor quality
from 0.1 to 0.9 at a saturation temperature of −15°C, and mass
fluxes of 200 kg /m2 s and 400 kg /m2 s, respectively. Before dis-
cussing two-phase flow patterns, it is necessary to define them
because the classification of flow patterns is subjective for each
researcher and it is difficult to categorize a certain flow pattern. In
this study, the flow pattern classification presented by Wojtan et al.
�16� was used for slug or plug flow, and the classification pro-
posed by Wang et al. �39� was applied for annular flow. Slug or
plug flow was subdivided into “slug+stratified smooth,” “slug
+stratified wavy,” and “intermittent” flow. Intermittent flow was
used to specify the flow containing slug, wavy, and annular flows.
This combination of flow patterns made the classification of the
flow pattern vague. Annular flow was classified into “annular
+wavy” and “annular” flow. Annular+wavy flow was basically
annular flow. However, it contained an amount of liquid, which
formed the wavy flow pattern at the bottom of a tube, as presented
in Fig. 11. In Fig. 11�a�, the change in the flow patterns with the
increase of a vapor quality for a mass flux of 200 kg /m2 s is
shown. For a higher mass flux of 400 kg /m2 s, the flow patterns
developed from slug to annular flow without stratified flow, as
shown in Fig. 11�b�. This is because the vapor velocity is high
enough to disturb the liquid-vapor interface severely for high
mass fluxes even at low quality regions.

In Fig. 12�a�, the comparison of the flow pattern map of Weis-
man et al. �15� with the visualized flow patterns is shown for the
3 mm glass tube at evaporation temperatures of −15°C and
−30°C, and at mass fluxes of 200 kg /m2 s and 400 kg /m2 s. For
each connected line, vapor qualities varied from 0.1 to 0.9 in
increments of 0.1. The flow pattern map of Weisman et al. �15�
used a logarithmic scale of a superficial vapor and liquid velocity
as x-axis �jv� and y-axis �jl�, respectively. In Fig. 12�a�, the flow
pattern map of Weisman et al. �15� predicts the observed flow
patterns accurately as slug or plug flow at superficial vapor ve-
locities lower than 1 m /s, and as annular flow at superficial vapor
velocities higher than 2 m /s. However, the flow pattern map is
not accurate for the transition region from slug or plug to annular
flow where superficial vapor velocities are between 1 m /s and
2 m /s.

Wojtan et al. �16� presented flow pattern maps using a coordi-
nate containing quality and mass flux. The comparison of visual-
ized flow patterns with their flow pattern map is presented in Figs.
12�b� and 12�c� for evaporation temperatures of −15°C and
−30°C, respectively. In the flow pattern map of Wojtan et al. �16�,
the transitions to annular flow were presented as a line at fixed
quality, which was determined by the ratio of liquid to vapor for
both density and viscosity. Compared with the visualized flow

Table 3 Comparison of experimental data for pressure drop of
adiabatic two-phase flow for the 3.5 mm tube with some gen-
eral correlations

Correlations Bias error AAD

Friedel �10� −6.00 13.9
Müller-Steinhagen and Heck �8� −25.3 25.7

Lockhart and Martinelli �35� 53.6 59.6
Chisholm �36� 31.7 34.1
Grönnerud �37� 49.0 58.7
patterns, a fixed quality could not predict the transition from in-

SEPTEMBER 2009, Vol. 131 / 091501-9
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Fig. 12 Comparison of the visualized flow patterns in the 3 mm glass tube with the flow
pattern map presented by „a… Weisman et al. †15‡ and „b… Wojtan et al. †16‡ at −15°C, and
„c… Wojtan et al. †16‡ at −30°C
91501-10 / Vol. 131, SEPTEMBER 2009 Transactions of the ASME
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ermittent to annular flow accurately. Instead, the vapor quality for
he transition from intermittent to annular flow decreases with the
ncrease of mass flux. This trend is shown in Figs. 12�b� and
2�c�, where an approximate transition line from intermittent to
nnular flow is proposed as a dotted line based on the observed
ow patterns. Schael and Kind �13� reported that the transition
rom slug to annular flow did not occur at a constant quality based
n their CO2 two-phase flow visualization at saturation tempera-
ures of 5°C and −10°C. They also noted that the transition qual-
ty was a function of mass fluxes, as shown in this study. How-
ver, the flow pattern map of Wojtan et al. �16� showed relatively
ood agreement with the flow patterns in this study except for the
nnular flow transition.

ummary and Conclusions
For a 3.5 mm horizontal tube, CO2 flow boiling heat transfer

oefficients and pressure drop were measured at low evaporation
emperatures of −15°C and −30°C. Also, flow patterns were ob-
erved at adiabatic conditions for a 3 mm glass tube. The flow
oiling heat transfer coefficients for the 3.5 mm tube at a mass
ux of 200 kg /m2 s indicated a large influence of nucleate boil-
ng, whereas those at a mass flux of 400 kg /m2 s showed that the
onvective boiling contribution to heat flux was significant espe-
ially at low heat flux condition. The comparison of the heat trans-
er coefficients for the 3.5 mm tube with those for a 6.1 mm tube
howed that the influence of tube diameter on heat transfer coef-
cients was relatively small due to the strong effect of CO2 nucle-
te boiling on flow boiling. In order to explain why the heat trans-
er coefficients for the 3.5 mm tube were smaller than those for
he 6.1 mm tube in several measurement conditions, surface con-
itions were characterized by a profilometer, AFM, and SEM im-
ges. From the measured surface roughness and the calculated
ool boiling heat transfer, it was concluded that the influence of
urface condition on boiling phenomena could not be character-
zed only by surface roughness. The correlations of Wattelet et al.
22� predicted the heat transfer coefficients for the 3.5 mm tube
ith relatively small deviation from measured values. It can be

nferred from this comparison that the heat transfer mechanism for
he 3.5 mm tube was similar to that for macroscale tubes because
he correlations were generated from the heat transfer coefficient
ata with the conventional macroscale tubes, which were usually
arger than 6 mm.

Pressure drop for the 3.5 mm tube at adiabatic conditions fol-
owed the general relation with the variation of mass flux, vapor
uality, tube diameter, and evaporation temperature. The predicted
ressure drop based on Friedel’s �10� correlations showed a good
greement with the measured values. Flow patterns for two-phase
diabatic flow conditions were classified by using the description
or “slug or plug flow” and “annular flow,” respectively, of Wojtan
t al. �16� and Wang et al. �39�. Flow patterns were used to explain
he pressure drop trend at high vapor qualities. The flow pattern
aps presented by Weisman et al. �15� and Wojtan et al. �16� were

sed to compare the visualized flow patterns at various flow con-
itions. From this, it was concluded that they need to be improved
or more accurate predictions, especially in the transition regions
rom intermittent to annular flow.
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omenclature
A 	 area �m2�

CP 	 specific heat �J/kg K�

D 	 tube diameter �m�

ournal of Heat Transfer
g 	 acceleration of gravity �m /s2�
G 	 mass flux �kg /m2 s�
h 	 heat transfer coefficient �W /m2 K�
i 	 enthalpy �J/kg�
jl 	 superficial liquid velocity �m/s� �=G�1−x� /�l�
jv 	 superficial vapor velocity �m/s� �=Gx /�v�
k 	 thermal conductivity �W/m K�
ṁ 	 mass flow rate �kg/s�
N 	 number of data points
Pr 	 Prandtl number �=�CP /k�
q 	 heat flux �W /m2�
Q̇ 	 heat transfer rate �W�
T 	 temperature �°C or K�
x 	 vapor quality

Greek Symbols
� 	 void fraction
� 	 liquid film thickness �m�
� 	 dynamic viscosity �N s /m2�
� 	 density �kg /m3�
� 	 surface tension �N/m�

Subscripts
amb 	 ambience

cb 	 convective boiling
cond 	 conduction

sf 	 secondary fluid
i 	 inlet
l 	 liquid
o 	 outlet

surf 	 surface
v 	 vapor

W 	 wall
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Subcooled Pool Boiling in
Variable Gravity Environments
Virtually all data to date regarding parametric effects of gravity on pool boiling have
been inferred from experiments performed in low-g, 1g, or 1.8g conditions. The current
work is based on observations of boiling heat transfer obtained over a continuous range
of gravity levels �0g–1.8g� under subcooled liquid conditions (n-perfluorohexane,
�Tsub�26°C, and 1 atm), two gas concentrations (220 ppm and 1216 ppm), and three
heater sizes (full heater-7�7 mm2, half heater-7�3.5 mm2, and quarter heater-3.5
�3.5 mm2). As the gravity level changed, a sharp transition in the heat transfer mecha-
nism was observed at a threshold gravity level. Below this threshold (low-g regime), a
nondeparting primary bubble governed the heat transfer and the effect of residual gravity
was small. Above this threshold (high-g regime), bubble growth and departure dominated
the heat transfer and gravity effects became more important. An increase in noncondens-
able dissolved gas concentration shifted the threshold gravity level to lower accelera-
tions. Heat flux was found to be heater size dependent only in the low-g regime.
�DOI: 10.1115/1.3122782�

Keywords: boiling, variable gravity, microgravity, thermocapillary convection, dissolved
gas, heater size
Introduction
Pool boiling involves complicated nonlinear processes operat-

ng over a large range of length and time scales. The presence of
ore than one phase, little understanding of the nucleation pro-

ess, and a strong dependence on the fluid properties have hin-
ered researchers from developing a completely deterministic
odel for heat transfer in pool boiling. The mechanisms by which

eat is removed from the surface and the effect of parameters such
s gravity, subcooling, wall superheat, fluid properties, heater sur-
ace geometry, and structure are still unclear. Although many
odels and correlations include gravity as a parameter, most fail
hen extended beyond the range of gravity levels they were based
n, namely, 1g and low-g.
Much research effort has been directed toward understanding

he effect of gravity on boiling �1�. Merte and Clark �2� and Cos-
ello and Tuthill �3� used centrifuges to simulate high gravity con-
itions �1g–100g� in the 1950s. Increased used of satellites for
ommunication and growing interest in space missions led to a
apid expansion of low gravity experimentation �4–6�. Most of the
arly low gravity experiments used ground-based facilities like
rop towers �7� and magnetic fields to compensate for earth grav-
ty �8�. Aircraft �9–11� and sounding rockets �12–14� have also
een used to produce low-g environments. Lee and Merte �15�
onducted pool boiling experiments on three space shuttle flights
ith each flight consisting of nine different test runs. NASA is

urrently preparing to launch two pool boiling experiments to the
nternational Space Station. The two experiments, the microheater
rray boiling experiment �MABE� and the nucleate pool boiling
xperiment �NPBX�, will use the boiling experiment facility
BXF� developed at NASA �16�. However, little data are available
egarding pool boiling behavior in the partial gravity regime, such
s those in the Moon �0.17g� and Mars �0.38g� environments.

Due to the absence of closed form governing equations for pool
oiling, statistical approaches such as correlations and curve fits
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AL OF HEAT TRANSFER. Manuscript received October 9, 2008; final manuscript re-
eived March 16, 2009; published online June 25, 2009. Review conducted by Raj

. Manglik.

ournal of Heat Transfer Copyright © 20
have mainly been used. The power law variation has generally
been adopted to describe the effect of gravity by researchers. Fritz
�17� developed a bubble departure diameter correlation based on a
balance between the buoyancy and surface tension forces. Fritz
�17� and Cole �18� reported that the bubble departure radius varied
as a−1/2. Siegel and Keshock �19� reported that the bubble depar-
ture radius varied approximately as a−1/3 for 0.1g�a�1g and
according to a−1/2 for lower accelerations. Son et al. �20� sug-
gested that the bubble growth rate varies as a−1.05. Their experi-
mental results were also complimented by numerical predictions
where the variation was found to be a−0.93 between 0.01g�a
�1.8g. Malenkov’s correlation �21� suggests that the bubble de-
parture frequency varies as a3/4. There also exist a wide variety of
correlations for the prediction of heat flux in the nucleate boiling
regime and CHF. The Rohsenow �22� correlation suggests that the
heat flux in the nucleate boiling regime varies as a1/2. Stephan and
Abdelsalam �23� developed a correlation for nucleate boiling heat
transfer data using regression analysis, the role of gravity being
accommodated by the departure diameter. The Kutateladze �24�
and Zuber �25� correlations suggest the CHF varies as a1/4. The
correction factors for smaller heaters in the literature are depen-
dent on the capillary length. All the above correlations are very
sensitive to the range of parameters for which they were devel-
oped and do not include gas concentration, which has been found
to influence the boiling process.

Noncondensable gas dissolved in the liquid influences heat
transfer significantly. At lower gravity levels, thermocapillary
convection, which is hypothesized to originate due to the gas dis-
solved in the boiling liquid, also becomes important �26�. The
relationship between the dissolved gas and the physics of ther-
mocapillary convection during subcooled boiling is not clear. It is
speculated that the presence of dissolved gas inside the vapor
bubble leads to the formation of a localized concentration and
temperature gradient along the liquid-vapor interface and thus to
the onset of thermocapillary convection �27,28�. These studies
reported that the dissolved gas content determines the onset of
thermocapillary convection and no thermocapillary motion was
observed for subcooled boiling with pure liquid. The strength of
thermocapillary convection is expected to increase with gas con-
centration. On the contrary, other studies performed in reduced

gravity suggest that the strength of the thermocapillary convection

SEPTEMBER 2009, Vol. 131 / 091502-109 by ASME



a
�
�
c
a
w
o

d
a
f
e
t
c
m
t

2

9
t
d
�
1
2
0
2
d

h
e
h
c
a
t
s
f
s
t

0

round the primary bubble in a gas saturated fluid �cg

3500 ppm� was much weaker than that in a degassed fluid
cg�3 ppm� �29,30�. It was again speculated that while the in-
rease in dissolved gas content can create temperature variations
long the bubble interface, the resulting increase in bubble size,
hich lowers the temperature gradient, could lower of the strength
f the thermocapillary convection for the gassy bubble.
The results of most of these early works are somewhat contra-

ictory, resulting in no clear understanding of the effect of gravity
nd dissolved gas concentration. Other parameters such as heater
requency response, heater size, heater geometry, and fluid prop-
rties also influenced the results significantly. The primary objec-
ive of this work is to bridge the gap between the experiments
onducted at low-g and high-g. Subcooled pool boiling experi-
ents were conducted over a wide range of gravity levels for

hree heater sizes and two gas concentrations.

Experimental Apparatus

2.1 Test Rig Description. A microheater array consisting of
6 platinum resistance heaters deposited in a 10�10 configura-
ion onto a quartz substrate was used to measure the heat transfer
istribution. Each heater in the array was nominally 0.7
0.7 mm2 in size. Power was transferred via gold power leads
�m in thick. Individual heaters had a nominal resistance of

50 � and a temperature coefficient of resistance �TCR� of
.0022°C−1. The heater can provide a maximum heat flux of
20 W /cm2 locally. The reader is referred to Ref. �31� for the
etails of the heater construction.
Three heated areas were used to study the heater size effect: full

eater �7�7 mm2, 96 elements�, half heater �7�3.5 mm2, 48
lements�, and quarter heater �3.5�3.5 mm2, 24 elements�. The
eater temperature was kept constant using a bank of feedback
ircuits similar to those used in constant temperature hot-wire
nemometry. The power, and thus the heat flux, required to main-
ain these heaters at the desired temperature were obtained by
ampling the voltages across the heaters. The frequency response
or the heaters and feedback circuits was very high �15 kHz�,
ince the thermal lag was negligible due to the constant tempera-

Fig. 1 Schematic of the trajectory of the
tion levels
ure boundary condition. The side view and bottom view images

91502-2 / Vol. 131, SEPTEMBER 2009
of the boiling process were captured to visualize the phenomena
occurring near the heater surface and correlated with the heat
transfer data.

The test rack contained a sealed boiling chamber with about 3
liters of 98.9% n-perfluorohexane at a pressure of 1 atm, the mi-
croheater array, the electronic feedback circuits, two video cam-
eras, a computer, an accelerometer �Entran EGCS3�, a pressure
sensor �PDCR 130/W�, some thermocouples and RTDs for the
bulk liquid and air-jet temperature measurements, and a LCD dis-
play. Everything was contained within a vertical equipment rack
provided by NASA.

Backside cooling of the heater array was required to minimize
the lateral conduction and to prevent individual heaters from shut-
ting off at low heat transfer levels. Air was forced through a 1.6
mm diameter nozzle placed 10 mm from the backside of the
heater. The cooling air flow was maintained by a compressed air
bottle with pressure regulation nominally set at 150 kPa. The am-
bient pressure inside the aircraft was measured to be 83 kPa and
the air-jet temperature varied between 22°C and 24°C.

2.2 Fluid Condition. n-perfluorohexane, a straight chain iso-
mer of C6F14 �Tsat=56°C at 1 atm�, was used as the test fluid �32�.
For all the data runs in this paper, the bulk liquid was maintained
at a nominal temperature of 30°C. Two gas �air� concentrations,
low gas �cg�220 ppm� and high gas �cg�1216 ppm�, were used
to study the effect of gas on the heat transfer. The procedure
adopted by Henry et al. �29� was used to measure the gas concen-
tration. The heater temperature was varied between 65°C ��Tw

=9°C� and 100°C ��Tw=44°C�, and the pressure was main-
tained at 1 atm throughout the experiment.

2.3 Variable Gravity Environment. Data were collected
during the 48th ESA Parabolic Flight Campaign organized in
March 2008 �33�. An Airbus A300 aircraft flew successive para-
bolic maneuvers providing �20 s periods of low-g preceded and
followed by �20 s periods of �1.8g. A 1g period lasting a few
minutes between successive parabolas was used to set the test
parameters. A typical parabola along with the acceleration levels
are shown on Fig. 1. Thirty parabolas were flown per flight, and

abolic flight with corresponding accelera-
par
three flights were made.
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The parabolic flight campaign has been primarily used to study
henomena under low-g and hypergravity ��1.5g� conditions.
owever, as can be seen in Fig. 1, there was a transition period of

pproximately 3–5 s when the acceleration varied continuously
rom hypergravity to low-g and vice versa. This period is gener-
lly considered too short for processes to reach equilibrium, and
ence unsuitable for making measurements. However, data were
cquired for this period throughout the transition from hypergrav-
ty to low-g and vice versa.

2.4 Data Acquisition and Test Procedure. The heater array
as set to a desired temperature before the start of each parabola
uring the 1g period. The two cameras and the air-jet were acti-
ated during the middle of the hypergravity period, and data ac-
uisition was started a few seconds before the transition to low-g
egan. The LED array illuminating the boiling chamber was then
urned on—the step change in the voltage across the LED re-
orded by the data acquisition system and the change in illumina-
ion observed in the video were used to synchronize the video and
he data. The data acquisition system was programmed to stop
cquisition after 30 s. The low-g data corresponded to approxi-
ately 18 s, while 6–8 s of transition data and about 4–5 s of

ypergravity data were obtained. Heat flux, acceleration, pressure,
nd bulk liquid temperature data were acquired at 100 Hz, while
he bottom and side view images were taken at 29.97 Hz.

2.5 Data Reduction. Raw data from the accelerometer, LED
oltage, and bulk liquid temperature were converted into engi-
eering quantities. The raw voltage data obtained from the indi-
idual heaters were first converted to total heat transfer, and a
patially averaged heat flux using the heated area was computed
or each time step �qgen�. Figure 2 illustrates the heat transfer
ithin the chip. Only a portion of the total heat generated �qgen� �
as removed by the liquid �qb��. The remaining portion was lost to

he ambient either through natural convection or forced convec-
ion �qback� �. Figure 2 �left� represents the case without air-jet �sub-
cript n�; a small amount of heat �qback,n� � was lost through the
ack of the chip by natural convection to the ambient air. Figure 2
right� represents the situation with air-jet �subscript f�, i.e., forced
onvection whereby considerably more heat �qgen,f� � was lost to the
mbient.

The energy balance for the natural and forced convection cases
re given by

Table 1 Substrate c

Quantity q� �W /cm2,�

qgen,f� 28.
qgen,n� 23.
qback,n� 0.2
qback,f� �hf ,W /m2 K� 5.1 �5

ig. 2 The schematic of the heat transfer contributions for the
atural convection „left… and forced convection „right… cases
ournal of Heat Transfer
qb� = qgen,n� − qback,n� �natural convection� �1�

qb� = qgen,f� − qback,f� �forced convection� �2�

If the heater surface is at the same temperature for both cases, the
heat supplied to the liquid qb� for boiling remains unchanged, so

qgen,f� − qgen,n� = qback,f� − qback,n� �3�

Spatially averaged heat flux data were measured with the air-jet
on �qgen,f� � and the air-jet off �qgen,n� � at 1.8g for wall superheats of
39°C and 44°C. The natural convection heat transfer coefficient
hn of 10 W /m2 K was assumed at the back of the chip for the
case without the air-jet and a 3D COMSOL™ finite element
model with appropriate boundary conditions and hn was
10 W /m2 K was used to calculate qback,n� . With all three quantities
known, Eq. �3� was solved for qback,f� �Table 1�. With the forced
convection substrate conduction loss known, the COMSOL model
was used to back calculate the forced convection heat transfer
coefficient �hf�. Values of 554 W /m2 K for a wall superheat of
39°C and 547 W /m2 K at 44°C were obtained from the COM-
SOL model �Table 1�. A midvalue of 550 W /m2 K was assumed
for hf for further calculations at all temperatures. Use of a uni-
form, area averaged hf is justifiable since the heat transfer results
presented below are also area averaged. This forced convection
heat transfer coefficient with other appropriate boundary condi-
tions was used to calculate the substrate conduction losses at other
temperatures. The uncertainties associated with the selection of
the natural and forced convection heat transfer coefficients are
discussed next.

2.6 Uncertainty. Substrate conduction and g-jitter were the
two major sources of uncertainty in the heat flux. The uncertainty
in qgen� is negligible since the voltage and heater resistance were
accurately measured. Higher uncertainties in substrate conduction
were associated with the partitioning of qgen� into qb� and qback� .
Natural convection heat transfer coefficients for gases can vary
from 2 W /m2 K to 25 W /m2 K �34�. The uncertainty in qback,n�
due to the selection of hn of 10 W /m2 K in Sec. 2.5 was com-
puted to be 0.21 W /cm2. According to Eq. �3�, this uncertainty in
qback,n� results in the same uncertainty in qback,f� . Based on a selec-
tion of hf =550 W /m2 K for the forced convection heat transfer
coefficient, the maximum deviation was and 4 W /m2 K. This er-
ror resulted in an uncertainty of 0.06 W /cm2 in qback,f� and hence
in qb�.

The resolution of 0.002g in the accelerometer data was the
maximum uncertainty in the measurement of acceleration. The
rapid fluctuations in the acceleration value from the mean
�g-jitter� resulted in uncertainty in the estimation of qb�. The stan-
dard deviation of the acceleration for all the test cases in the
hypergravity, transition, and low-g regimes were strictly less than
0.085g, 0.037g, and 0.034g, respectively. The associated uncer-
tainty in the heat flux due to g-jitter for each of the regimes was
found to be less than 1.12 W /cm2. Hence, the uncertainty in the
heat flux values at any temperature due to all these sources and
acceleration was not more than 1.14 W /cm2.

The uncertainty in gas concentration cg due to measurement
errors was estimated to be a maximum of 5.8 ppm. The uncertain-
ties in the heater temperature and bulk liquid temperatures were

duction calculation

=39°C� q� �W /cm2,�Tw=44°C�

31.5
26.4
0.2

5.3�547�
on

Tw

1
2

54�
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alculated using the procedure adopted by Henry et al. �29�. A
ummary of the uncertainty estimates is given on Table 2.

2.7 Quasisteady State. As mentioned earlier, the transition
rom hypergravity ��1.5g� to low-g ��0.05g� and vice versa oc-
urs over a period of 3–5 s. In order to study heat transfer during
his transition, the heat flux must be in quasisteady state at any
iven gravity level.
A plot of qb� versus acceleration during the transition from hy-

ergravity to low-g and vice versa at �Tw=9°C and �Tw
44°C is shown on Fig. 3. Ideally, if the flow field and heat

ransfer profiles have sufficient time to achieve steady state at
ach acceleration level, there should be no difference in the two
urves. However, a hysteresis in the heat flux curve is present at
he lower superheat ��Tw=9°C� �Fig. 3�a��. This was observed
henever the superheat was not sufficient to initiate nucleation,

nd heat transfer was by natural convection. As the gravity
hanges, time is required for the flow field and heat transfer pro-
les to develop and achieve steady state. Before the transition
rom high-g to low-g, the natural convection flow field was fully
eveloped. During the transition from high-g to low-g, the flow
eld required more time to achieve steady state than was avail-
ble, resulting in higher heat transfer than the expected quasi-
teady value. Similarly, during the transition from low-g to
igh-g, the heat transfer was lower than the expected quasisteady
alue.
However, at �Tw=44°C �Fig. 3�b��, the heat transfer is inde-

endent of the direction of transition. At this temperature, the
ajority of heat transfer is due to bubble growth and bubble de-

arture. Since bubble departure frequencies can be as high as
0–40 Hz at normal gravity, the heat transfer during the transi-
ions when boiling occurs are quasisteady. The 15 kHz response of

able 2 Summary of conservative estimate of the uncertain-
ies in the value of measured parameters

uantity Uncertainty

� 1.2 W /cm2

bulk 2°C

wall 0.5°C

sat 1.5°C
Tw 1.6°C

0.01 g

g 6 ppm

Fig. 3 Heat flux versus acceleration during trans

„96 elements…
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the heater and feedback circuit and the data acquisition frequency
of 100 Hz rule out any chances of discrepancies due to data col-
lection.

3 Results and Discussion

3.1 Gravity Effects. Correlations for heat flux in the nucleate
boiling regime are often described using a power law of the form

qboiling� = f�cg,cp,hlv,p,�,�,	l,	v,
,�Tsub� � �Tw
n�a

g
�m

�4�

For constant fluid properties and subcooling, the logarithm of Eq.
�4� yields

log�qboiling� � = �k + n log��Tw�� + m log�a

g
� �5�

If the power form assumed in Eq. �4� is valid, a linear variation in
log�q�� versus log�a /g� with slope m is expected for a given su-
perheat. Changes in wall superheat and gas concentration should
affect the intercept �y at x=0� only, and not affect m.

To verify the assumed power law dependence, the boiling heat
flux data were binned based on gravity level into equal intervals
of 0.005g. The average heat flux within each bin was assigned to
the midpoint acceleration of each bin. Data points corresponding
to negative acceleration values �g-jitter� were rejected. An ex-
ample of the data is shown in Fig. 4. The squares correspond to
the binned data for transition from hypergravity to low-g, while
the triangles correspond to the data during transition from low-g
to hypergravity. A sharp change in heat flux is observed between
0.1g–0.2g indicating a distinct change in the heat transfer mecha-
nism, and rules out the possibility of the use of a unified power
law for gravity dependence as per Eq. �4�. The heat transfer re-
gime that occurs below the transition acceleration will hereafter
be referred to as the low-g regime, while the regime above this
transition will be referred to as the high-g regime. Any accelera-
tion higher than 1.5g is referred to as hypergravity.

Comparison of these plots with the video revealed that a pri-
mary bubble formed and remained attached to the surface in the
low-g regime, while regular bubble departure occurred in the
high-g regime. The three images on the right �Fig. 4, solid arrows
at 0.3g, 0.85g, and 1.68g, respectively� correspond to departing
bubbles in the high-g regime. The dryout area and the average
bubble departure diameter decreased with increasing gravity.
Smaller bubble departure diameter corresponded to an increase in
departure frequency, which, coupled with the decreased dryout
area, resulted in an increase in heat transfer with gravity. The

n for „a… �Tw=9°C and „b… �Tw=44°C, full heater
itio
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mage on the left �dashed arrow� is that of a nondeparting primary
ubble in the low-g regime with large dryout area and hence
ower heat transfer. The presence of a third regime where the
ubble departs due to fluid inertia cannot be ruled out for larger
eaters. Lee and Merte �15� observed a third regime at very low
ravity levels ��10−4g� and larger heaters �19�38 mm2�. A large
ubble formed during initial nucleation hovered over the heaters
cting as a vapor sink for smaller bubbles generated on surface
esulting in constant rewetting of the heater surface and high heat
ransfer. Abarajith et al. �35� reported a decrease in departure time
nd departure diameter due to bubble coalescence under low grav-
ty conditions ��10−2g�. The time averaged heat flux increased
ith the number of coalescing bubbles. However, the current set
f experiments with 7�7 mm2 heater size did not enter any such
eat transfer regime.
Similar qualitative dependence on gravity was also observed at

ifferent wall superheats �Fig. 5�. The gravity dependence �m�
ecame stronger with increasing wall superheat in the high gravity
egime, as seen in Figs. 5 and 6, suggesting that the wall superheat
nd acceleration effects are not independent as suggested in Eq.
4�. As will be stressed again in Secs. 3.2–3.4, the parametric
ffects of gravity, wall superheat, and gas concentration are highly
nterlinked, ruling out the possibility of simple power law corre-
ations. The dependence of gravity on heat transfer is small in the
ow-g regime �0.01�m�0.1, Fig. 6�.

Figure 5 shows that the change in heat transfer regime occurred
etween 0.01g to 0.22g. Since this coincides, the transition in heat
ux coincides with the transition between the high-g regime �de-
arting bubbles� and low-g regime �nondeparting primary
ubble�, the acceleration at which bubble departure stops during
he transition to low-g or the acceleration at which the primary
ubble departs during the transition to hypergravity will hence-
orth be referred to as the departure acceleration �adepart�.

The Fritz correlation �Eq. �6�� was used to calculate the value of
depart. The Fritz correlation is simply a force balance between
uoyancy and surface tension for a single bubble in quasi-
quilibrium. Forces due to thermocapillary flow and interactions
t the heater surface due to bubble coalescence are unaccounted
or. These simplifications along with the experimental limitation
ike g-jitter add to the deviation in the predicted values, but this

ig. 4 Plot of heat flux versus acceleration for high gas case
cgÈ1216 ppm…, full heater „96 elements…, at �Tw=44°C, with
uperimposed bottom view images at 0.01g, 0.3g, 0.85g, and
.68g
implified analysis could prove useful in the study of bubble dy-

ournal of Heat Transfer
namics based on the force balance between the surface tension
and buoyancy.

0.0208� =�aFritz�	l − 	v�Ddepart
2



�6�

The apparent contact angle of the bubble was calculated from the
side view images. Ten points were placed on the bubble surface
close to the heater, and second, third, and fourth order polynomial
fits were obtained. The camera was inclined at 20 deg from the
horizontal and was accounted for in the calculation of the coordi-
nates. The tangent was calculated at the intersection of the fit and
the heater surface and used to find the apparent contact angle. The
apparent contact angle varied from 69 deg to 72 deg for the high
gas case �1216 ppm� and all wall superheats. The deviation be-
tween the measured apparent contact angles for all images and the
three polynomial fits was smaller than 4 deg.

Fig. 5 Plot of heat flux versus acceleration for the high gas
case „cgÈ1216 ppm…, full heater „96 elements… for �Tw „a…
24°C, „b… 29°C, „c… 34°C, and „d… 39°C

Fig. 6 A plot of the slope m „Eq. „4…… in low-g and high-g

regime
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The departure diameter was calculated from the bottom view
mages. An estimate of the error in the calculation of departure
iameter was found to be 0.15 mm. Based on the uncertainties of
deg in the apparent contact angle and 0.15 mm in the departure

iameter, the error for each data point was evaluated. Based on the
9.97 Hz video frequency and the rate of change of acceleration
uring transition, gravity changed no more than 0.02g between
wo successive frames. The minimum resolution of the accelerom-
ter is about 0.002g. Thus, the uncertainty in the experimental
alue of adepart is about 0.02g.
Values of adepart obtained from the Fritz correlation and experi-
ent �Fig. 7� agree well, indicating that the surface tension and

uoyancy are the principal parameters governing bubble depar-
ure. The value of adepart does not show any clear dependence on
all superheat.

3.2 Wall Superheat Effects. Boiling curves for the high gas
ase at a number of gravity levels are shown on Fig. 8. For 0.3g,
.6g, 1g, and 1.3g, the flow at �Tw=9°C and �Tw=14°C was not
n quasisteady equilibrium, so these data were not included in Fig.

ig. 7 Comparison between the values of adepart obtained from
he Fritz correlation and experiment

ig. 8 Boiling curve at different gravity levels for high gas
cgÈ1216 ppm…, full heater „96 elements…, with superimposed

ottom view images for 1.7g and 0.1g at different temperatures

91502-6 / Vol. 131, SEPTEMBER 2009
8. Heat transfer increases with wall superheat in the high-g re-
gime. As seen from the superimposed bottom view images �solid
arrows�, most of the heated area experienced natural convection at
lower superheats resulting in low heat transfer. With the onset of
nucleate boiling, a significant increase in the slope of the boiling
curve is observed. Wall superheat result in additional nucleation
sites being activated. For a given acceleration level, the bubble
departure frequency increased with superheat due to an increase in
the bubble growth rate, contributing to the increase in heat
transfer.

A sudden decrease in heat transfer is evident as the acceleration
decreases from 0.3g to 0.1g due to the transition to low-g regime;
this corresponds to the formation of a nondeparting primary
bubble with a large dryout area on the heater. The effect of wall
superheat is not very clear for the high gas case in the low-g
regime �dashed curves, Fig. 8�. At low wall superheat ��Tw
=19°C, dashed arrow� and 0.1g, a large primary bubble with a
few satellite bubbles formed, resulting in low heat transfer. At
intermediate wall superheats ��Tw=29°C–31.5°C� for the same
gravity level, more nucleation sites activated and a primary bubble
formed amidst numerous satellite bubbles. Lateral movement of
the primary bubble along the heater array allowed coalescence
and removal of the satellite bubbles, allowing new bubbles to
nucleate. For 0.1g, the heat transfer reached a maximum at �Tw
=31.5°C. At higher superheat ��Tw=44°C�, a large primary
bubble nearly enveloped the entire heater resulting in lower heat
transfer. As the acceleration decreased to lower levels �0.007g and
0.05g�, the heat transfer decreased as well, but the uncertainty in
acceleration due to g-jitter became comparable to the acceleration
values.

3.3 Noncondensable Gas Effects. A plot of the heat flux ver-
sus acceleration for the low gas case also shows the presence of
two regimes �Fig. 9�. Similar to the high gas case in the high-g
regime, bubble departure diameter decreased with acceleration
while the departure frequency and nucleation site density in-
creased �Fig. 9, solid arrows�, resulting in higher heat transfer.
Dependence on gravity, m, increased with wall superheat in the
high-g regime �Fig. 6�.

Boiling curves for both low and high gas cases at three accel-
eration levels are shown in Fig. 10�a�. At low wall superheats,

Fig. 9 Plot of heat flux versus acceleration for low gas case
„cgÈ220 ppm…, full heater „96 elements…, at �Tw=44°C, and
with superimposed bottom view images at 0.01g, 0.28g, 0.74g,
and 1.71g
natural convection is the prominent heat transfer mechanism re-
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ulting in similar heat transfer coefficients for both gas concentra-
ions. In the high-g regime �1g and 1.7g�, the slope of the boiling
urves increased significantly after the onset of nucleate boiling.
owever, onset of nucleate boiling for the low gas concentration

open symbols� occurred at higher superheat �as observed by other
esearchers �36–38�� since the presence of dissolved gas reduces
he vapor pressure required to activate nucleating bubbles. For the
ccelerations in the high-g regime, nucleate boiling heat transfer is
ower for the low gas case than for the high gas case �Figs. 10�a�
nd 10�b��, which is consistent with the observations of Rainey et
l. �37� and Honda et al. �38�. The presence of gas results in faster
ubble growth and increased bubble departure frequency, result-
ng in higher heat transfer.

The size of the primary bubble that forms in low-g is smaller
or the low gas case than for the high gas case �Figs. 4 and 9�. For
oiling within the low-g regime, the presence of gas on heat trans-
er is opposite of that observed in the high-g regime; heat transfer
or the low gas case was higher than for the high gas case �Fig.
0�b��. Similar observations based on the experimental work were
eported by Henry et al. �29�, where heat fluxes for the degassed
uid �cg�3 ppm� were higher than for gas saturated fluid �cg

3500 ppm�. At lower gravity levels, thermocapillary convec-
ion can be a major contributor to the heat transfer. Thermocapil-
ary convection results from surface tension gradients along the
ubble interface, which can form due to temperature gradients.

d


dx
=

�


�T

�T

�x
�7�

he first term on the right hand side of Eq. �7� is a function of the
uid property, while the second term is a function of the available

emperature difference along the bubble interface and bubble size.
igure 11 illustrates the differences between the primary bubbles

hat form at two gas concentrations. The temperature difference
etween the heater and the bubble top is generally similar for both
ases ��T=Twall−Tbulk�. However, due to the smaller bubble di-
meter �Dlow�Dhigh� and larger contact angle for the low gas case
�low��high�, the available length for the surface tension variation
as significantly smaller ��xAB��xCD� for the low gas case. The

esulting increase in temperature and surface tension gradients
long the bubble interface leads to stronger thermocapillary flows
or the low gas case, which combined with the smaller dryout area
esults in higher heat transfer. For a high gas case, a larger bubble

Fig. 10 „a… Boiling curve at three accelerations for low and
two dissolved gas concentrations, full heater „96 elements…
s formed with a smaller surface tension gradient and a large dry-

ournal of Heat Transfer
out area resulting in decreased heat transfer in the low-g regime
�Figs. 10�a� and 10�b��. Raj and Kim �30� confirmed the behavior
observed by Henry et al. �29� by comparing the strength of ther-
mocapillary convection for varied bubble sizes and contact angles.

The acceleration at which transition occurs between the heat
transfer regimes was again compared with the prediction from the
Fritz correlation �Eq. �6��. The apparent contact angle was mea-
sured to vary between 79 deg and 84 deg for the low gas case �220
ppm�. The Fritz correlation suggests transition to occur between
0.25g and 0.31g, while the experimental value of adepart varied
between 0.19g and 0.33g �Fig. 12�.

The experimentally measured values of adepart for the two gas
levels can be compared from Figs. 7 and 12. With the exception of
one data point ��Tw=24°C�, transition was observed to occur at
lower accelerations for the high gas case. Figure 10�b� shows the
value of adepart obtained from the experiment for the two gas con-
centrations at �Tw=29°C. For the high gas case, the high-g re-
gime extended to lower accelerations �triangles�. An increase in
bubble diameter due to the presence of dissolved gas increases the
buoyancy force, while the surface tension force normal to the
heater surface decreases due to the smaller contact angle. The
combination of these two effects, i.e., an increase in the buoyancy
force and a decrease in the surface tension force case shifts adepart
to lower accelerations for the high gas case.

3.4 Heater Size Effects. Data were obtained for three heater
sizes: full array �96 elements�, half array �48 elements�, and quar-
ter array �24 elements�. The gas concentration and subcooling
were maintained at �1216 ppm and �Tsub=26°C, respectively.
Boiling curves for the three heater sizes at four accelerations are
shown in Fig. 13. In the high-g regime �Figs. 13�a�–13�c��, the

h gas, „b… heat flux versus acceleration in at �Tw=29°C, for

Fig. 11 A schematic of the bubble size and apparent contact
hig
angle for the two gas concentrations in the low-g regime

SEPTEMBER 2009, Vol. 131 / 091502-7
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oiling curves are independent of the heater size. The bottom view
mages in Fig. 13�a� show that the heater size is sufficient for the
ucleation site density �and hence the heat transfer� to remain
naffected.
A heater size effect is observed in the low-g case, however.

eat flux increases as the heater size decreases. Similar to the
bservations of Henry et al. �39�, a laterally oscillating primary

ig. 12 Comparison between the values of adepart obtained
rom the Fritz correlation and experiment „low gas…

Fig. 13 Boiling curve for three different heater si

„c… 0.3g, and „d… 0.05g

91502-8 / Vol. 131, SEPTEMBER 2009
bubble was observed at lower superheats ��Tw�29°C� for the
quarter and half heaters �double sided arrow on Fig. 13�d��. Oc-
casional rewetting due to translation of the primary bubble along
the full heater was also observed. The frequency of oscillation was
inversely related to the heater size—slow oscillations for the full
heater and rapid oscillations for the quarter heater. More frequent
oscillations result in more frequent rewetting and removal of the
satellite bubbles, resulting in shorter bubble life cycle and hence
higher heat transfer. The dryout area fraction �the ratio of dry area
to heated area� was observed to decrease with decreasing heater
size resulting in an increase in heat flux. At higher superheats
�Tw�39°C, a stable primary bubble occupying the entire heater
was observed for all three sizes �Fig. 13�d��, but the heat transfer
was higher for the smaller heater. It is speculated that this is due to
stronger thermocapillary convection around the smaller primary
bubbles. Although the temperature difference available for ther-
mocapillary convection remains the same for the three cases, a
decreasing heater size results in a larger temperature gradient and
stronger thermocapilly convection. Further experiments with par-
ticle image velocimetry �PIV� and various heater sizes are re-
quired to verify this hypothesis.

The slope of the logarithmic plots of acceleration versus heat
flux for the three heater sizes in the high-g and the low-g regime
was shown in Fig. 6. Gravity dependence �m� was observed to
increase with wall temperature in the high-g regime. Moreover, as
observed for the boiling curves, the quarter, half, and full heater
configurations had similar variations in slope and hence heat
transfer in the high-g regime. In the low-g regime, gravity depen-
dence was small.

, high gas „cgÈ1216 ppm… at „a… 1.7g and „b… 1g,
zes
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Insight into the effect of heater size on heat transfer can be
btained by considering the ratio of heater size to the capillary
ength, Lh /Lc �39�. Lh is the length of the shortest side for a given
eater configuration: 7 mm for the full heater and 3.5 mm for the
alf and quarter heaters. The capillary length Lc is used to quan-
ify the interplay between surface tension to body forces:

Lc = � 


g�	l − 	v��
1/2

�8�

f Lh /Lc is large, then the heater size should not affect the heat
ux. For small values of Lh /Lc, the size of the departing bubbles
ecomes of the same order as the heater size, and the heater size
s expected to influence the heat transfer. At Lh /Lc=1, a /g is
.012 for the full heater and 0.05 for the half and quarter heaters.
t 1.7g, 1g, and 0.3g �high-g regime�, Lh is much larger than Lc,

o the heat flux is independent of heater size. In the low-g regime,
owever, Lh is comparable to or smaller than Lc, indicating that
here should be a heater size effect. As discussed above, this be-
avior was observed in the boiling curve at 0.05g �Fig. 13�d��.

Conclusions
The heat flux variation with gravity at various wall superheats

or two gas concentrations and three heater sizes were studied
nder subcooled pool boiling conditions. The effects of the test
arameters are summarized below.

4.1 Gravity Effects. Two heat transfer regimes were ob-
erved: a low-g regime �primary nondeparting bubble� and a
igh-g regime �departing bubbles�. The low-g regime was domi-
ated by the presence of a primary bubble and surrounding satel-
ite bubbles. The dependence of heat flux on gravity was small in
he low-g regime, while a larger dependence was observed in the
igh-g regime. The slope of the heat flux versus acceleration
urve was different in the two regimes, ruling out the possibility
f a unified power law dependence across all gravity levels.

4.2 Wall Superheat Effects. In the high-g regime, the heat
ux increased with wall superheat. The effect of wall superheat in

he low-g regime was not clear and dependent on the dissolved
as concentration. Wall superheat did not appear to influence the
cceleration at which the transition in heat transfer mechanisms
ccurred. The slope of the heat flux versus acceleration curve was
ependent on the superheat.

4.3 Noncondensable Gas Effects. Onset of nucleate boiling
ccurred at lower wall superheat for the high gas case. The pres-
nce of dissolved gas increased the nucleate boiling heat transfer
n the high-g regime but decreased the heat transfer in the low-g
egime. In the low-g regime, the primary bubble size increased
ith gas concentration, resulting in larger dryout area and weaker

hermocapillary convection. Transition from the low-g to high-g
egimes occurred at higher acceleration for the low gas case com-
ared with the high gas case.

4.4 Heater Size Effects. For accelerations at which the cap-
llary length was significantly smaller than the characteristic
eater size, the nucleation site density �and hence the heat flux�
emained unaffected. The heat transfer only depends on the heater
ize when it became comparable to, or smaller than, the capillary
ength. In this regime, the heat flux increased with decreasing
eater size. Oscillating bubbles were observed at lower wall tem-
eratures. A stable primary bubble formed at higher temperatures
or all three heater sizes. Heat flux dependence on gravity was
mall in the low-g regime.
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Nomenclature
a � acceleration �m /s2�
c � concentration �ppm�
C � concentration �moles/moles�
cp � specific heat at constant pressure �W /kg K�
D � bubble diameter �m�
g � acceleration due to gravity �m /s2�
h � heat transfer coefficient �W /m2 K�

hlv � latent heat �J/kg�
L � length scale �mm�
H � Henry’s constant �mole /mole Pa�
P � pressure �Pa�

q� � heat flux �W /cm2�
T � temperature �°C�
x � location along the bubble surface

Greek
� � thermal diffusivity �m2 /s�
� � dynamic viscosity �Pa-s�
	 � density �kg /m3�

 � surface tension �N/m�
� � apparent contact angle �deg�

Subscripts
b � boiling

back � back of the chip
bulk � bulk liquid

c � capillary
depart � departure

exp � experimental value
f � forced convection, air-jet on
g � gas

gen � generated
h � shortest side

high � high gas
l � liquid

low � low gas
n � natural convection, air-jet off

sat � saturation
sub � subcooling

v � vapor
w � superheat

wall � heater wall
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Measurement of Fluid
Temperature Across Microscale
Gap Using Two-Color Ratiometric
Laser-Induced Fluorescence
Technique in Combination With
Confocal Microscopy
In the present work, for noninvasive measurement of the liquid temperature in micro-
channels, the two-color ratiometric laser-induced fluorescence (LIF) technique was com-
bined with the confocal microscopy. By using this technique, the fluorescent light from the
tiny volume around a focusing spot can be selectively detected, and it enables us to
measure the local liquid temperatures even at the close vicinity of the walls. To check the
general performance of this method, as the preliminary stage, a test section consisting of
two horizontal plates in different temperatures, separated by a narrow gap filled with a
mixture of rhodamine B (a temperature-sensitive dye) and methanol was made, and the
temperature distribution was examined. Based on the relationship between the fluores-
cence intensity and the temperature, a linear temperature distribution across the gap (by
conduction heat transfer) could be confirmed. However, the measured results were sub-
ject to external disturbances such as the excitation laser intensity fluctuation and the
irregular reflection of the light from the glossy walls. Therefore, in the second stage,
rhodamine 110 (a temperature-insensitive dye), having a different emission spectrum
peak (520 nm) from the rhodamine B (575 nm), was added to the mixture. In principle,
the external disturbance effects cancel out each other when the intensity ratio between
rhodamine B and rhodamine 110 is considered (instead of taking data only with
rhodamine B). To compensate a substantial reduction in the fluorescence intensity from
rhodamine 110 by the re-absorption phenomenon within the liquid, which is inherent in
using the two-color thermometry, dependency of the intensity ratio on the depth of the
measuring point was examined as well. In summary, the two-color ratiometric confocal-
LIF thermometry was found to be a very useful tool in measuring the local temperatures
of the liquid flow field in microfluidic devices. �DOI: 10.1115/1.2976553�

Keywords: laser-induced fluorescence (LIF), confocal microscopy, thermometry,
re-absorption
Introduction
Recently, the laser-induced fluorescence �LIF� technique is be-

oming of interest because of its capability in measuring the liquid
emperatures. In principle, the light intensity signals emitted from
uorescent dyes depend on the liquid temperature �1�. Figure 1
hows the absorption and emission characteristics of rhodamine B
RB� against the wavelength in the visible range. The decrease in
he fluorescent light intensity with the temperature increase in the
yed water is clearly seen. The emissive light intensity per unit
olume �W /m3� of a liquid with single dye, excited by the exter-
al light source, can be expressed as follows:

I = I0c�� �1�

Here, I denotes the emissive fluorescence light intensity, I0 the
ncident-light-energy flux �W /m2�, c the dye concentration
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007.
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�kg /m3�, � the absorption coefficient �m2 /kg�, and � the quantum
efficiency �−�. With some exceptions, the quantum efficiency of
the organic dyes shows a dependency on temperature. For the case
of RB, the dependency of � on the temperature is relatively high
by 2.3% / °C. However, the dependency of � on the temperature is
very low, about less than 0.05% / °C. Therefore, provided that the
values of I0 and c of the dyed solution are maintained constant,
the temperature could be estimated only from the change in the
fluorescence intensity.

There have been some works related to the temperature mea-
surement using the LIF technique: Cross-section-averaged tem-
perature measurement of fluid in channels of microscale devices
has been attempted by Ross et al. �3� and Erickson et al. �4� using
RB to examine the Joule heating effect in electrokinetic pumping.
On the other hand, Sato et al. �5� and Jung et al. �6� monitored the
wall temperature variation by coating a fluorescent dye on the
wall surface of microdevices; a very thin film of photoresist mixed
with RB was deposited on the wall surface.

However, in general, the fluorescence lights are emitted from
all parts of the illuminated space �of a finite size� and contribute to

image formation simultaneously in using the LIF method. There-
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ore, it is difficult to measure the local quantities in a 3D flow
eld, especially in the depth direction.
As a way to overcome this difficulty, a technique of irradiation

f a very thin �about 5 �m� planar laser sheet �in the normal
irection to the optical axis� has been attempted by Yoon et al. �7�
o measure the concentration distribution in the corresponding
lane. However, the extent of the laser sheet having a constant
hickness is usually very short �say, about several hundred mi-
rons�, and the light source should be placed very close to the test
ection. Moreover, the side walls have to be transparent, which is
lso a limitation in applying this technique.

Another method to resolve the problem of the volumetric illu-
ination, Park et al. �8� combined the confocal microscopy with

he �-PIV �particle image velocimetry� technique and success-
ully measured the internal flow velocity field in a capillary tube
f about 500 �m in diameter. Through this work, a 3D measure-
ent with a fine resolution in the light-axis direction in microflu-

dic devices as well as the lateral direction was confirmed to be
easible. Because of the excellent optical slicing capability �with
ery thin depth-of-focus �DOF�� of the confocal microscopy
originally developed for inspecting the 3D structure of biological
ells�, precise positioning along the light-axis was possible.

The operating principle of the confocal microscopy is shown in
ig. 2. Also, Fig. 3 illustrates a 3D numerically calculated spatial
oint-spread function �PSF� distribution of light intensity around a
ocal volume imaged by a lens, representing a brightness distribu-
ion. More specifically, Fig. 3�a� shows the intensity distribution
long the optical axis �z� indicated in Fig. 2, while Fig. 3�b� shows
he intensity distribution in the focal plane �x-y�, known as the
iry diffraction pattern. In principle, as shown in Fig. 2, a portion
f the light coming from the off-focus location is spatially blocked
y a pinhole located at the confocal plane in front of the image
cquisition devices. Here, the diameter of pinhole should be de-
ermined the same with that of Airy disk, and the local position
long the optical axis should be around the middle part of ellip-
oid volume shown in Fig. 3�a�. In other words, only the light
rom the focal-point region in the flow field is accepted by the
ight detector. As the pinhole size gets smaller, the DOF gets thin-
er �i.e., the measurement resolution is enhanced�, but at the same
ime, the amount of the light reaching the detecting device is also
educed substantially. Therefore, more sensitive light detectors,
uch as photomultiplier tubes �PMTs�, are generally used instead
f charge coupled device �CCD� cameras to detect extremely low
evel of fluorescence light to achieve high signal-to-noise ratio

ig. 1 Absorption and emission spectra of RB and depen-
ency of fluorescence „emission… intensity on temperature †2‡
SNR�. Nevertheless, in spite of such a high sensitivity, a PMT

91601-2 / Vol. 131, SEPTEMBER 2009
itself has no function of scanning, and additional scanning devices
should be installed in the middle of the optical paths to cover the
interrogation area.

As explained in the references on elementary optics such as by
Wihelm et al. �9�, the optical slice thickness cannot be defined for
general-purpose microscopes �without a pinhole�. On the other
hand, for confocal microscopes in the air medium with the num-
ber of numerical aperture �NA� 0.6, the magnification ratio of the
object lens 40, the absorption and emission peaks of the exciting
laser 473 nm and 550 nm, respectively, and the pinhole diameter
25 �m, only the fluorescence light emitted from the region within
the thickness of 2–3 �m contributes to the formation of the final
images.

Recently, based on the previous development of the LIF tech-
nique and the confocal microscopy, Jeong and Lee �10� combined
those two techniques �LIF technique along with the confocal mi-
croscopy� for point measurement of temperature in microscale
flow fields. In their work, a commercial confocal laser scanning
microscope �CLSM� has been adopted to check the feasibility of
this combined method, and it was concluded to be successful for
the local temperature measurement.

Similar �but somewhat different� works have been performed
by Migler and Bur �11� and Bur and Roth �12�. They constructed
a single confocal optical system using an optical fiber �instead of
using a pinhole� to monitor the temperature variation in polymer
processing. For axial movement of the optics �to scan the cross
section of the measuring space�, a micrometer was installed. With
this technique, temperature measurement with the axial resolution
of about several hundred microns became also available.

Fig. 2 Principles of CLSM

Fig. 3 Cross-sectional light intensity distributions computed

from the 3D point-spread function

Transactions of the ASME
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However, in practice, it is not easy to maintain the incident light
or excitation �I0� either spatially or temporally in using the
ingle-color method, especially with large test devices. Moreover,
here are irregular reflection of the light from the glossy walls,
onuniform mixing of fluorescent dyes in the liquid medium, and
mperfectness of the detecting sensitivity of the cells in CCD cam-
ras. As already noted, Sato et al. �5� and Jung et al. �6� monitored
he wall temperature variation by coating a fluorescent dye on the
all surface of microdevices. In their works, every pixel of the

cquired images has to be calibrated for compensation of the un-
venness of the coated-layer thickness, dye content, and the light
llumination. To avoid the laborious point-calibration process with
he single-color method, the two-color ratiometric LIF technique
as been proposed by Kim et al. �13� and Kim �14�. This tech-
ique may be used to take into account the fluctuation of the
ncident light as well. However, in those works, two different
uorescent images could not be recorded by a CCD camera at the
ame time, and these were recorded alternately by changing the
ight filters in front of the CCD camera.

General principles of two-color ratiometric LIF thermometry
re well explained in the study of Sakakibara and Adrian �1�. Two
inds of fluorescent dyes having different emission wavelength
haracteristics were used simultaneously: rhodamine B �RB� and
hodamine 110 �R110� are both soluble in water. R110 was
dopted because it has a very low � dependency on temperature

Fig. 4 Absorption and emission peaks of RB and R110
Fig. 5 Schematic of the

ournal of Heat Transfer
��=0.13% / °C� compared with RB ��=2.3% / °C�, but with the
dependency of the absorption coefficient on the temperature re-
maining very low ���0.05% / °C�. At the same time, two sepa-
rate CCD cameras for each dye were used. Using the Ar-ion laser
�488 nm� for excitation, the 3D temperature measurement of a
wide flow field could be realized within the error range of 1.4°C.
When the two dyes emit fluorescence lights excited by the same
light source, the ratio between the two intensities becomes inde-
pendent of the incident-light intensity. Of course, separate detec-
tion is available by using two CCDs because those dyes have
different emission wavelengths. Thus, with a fixed dye concentra-
tion, the ratio depends only on the effect of quantum efficiencies
as follows:

IRB

IR110
=

�RB

�R110
�2�

Here, subscripts RB and R110 denote rhodamine B and
rhodamine 110, respectively. Since the dependence of �R110 on
the temperature is negligible, the intensity ratio varies with tem-
perature only through �RB.

Thus, in the present study, based on the works of Jeong and Lee
�10�, Kim et al. �13�, and Kim �14�, a new two-color ratiometric
LIF technique in combination with the confocal microscopy is
proposed for noninvasive point measurement of the liquid tem-
perature in microchannels. Also, the effects of the spherical aber-
ration, absorption of the incident light �by passing through the
transparent channel walls and the liquid layer, having different
indices of refraction�, and re-absorption of the fluorescence �emit-
ted� light on the accuracy of the measurement are considered in
detail.

2 Experiment

2.1 Working Fluid and Fluorescent Dyes. In the present
work, liquid methanol was chosen as the working fluid. Methanol
is an excellent solvent for both the RB �temperature sensitive,
absorption peak=554 nm, and emission peak=575 nm� and
R110 �temperature insensitive, absorption peak=496 nm, and
emission peak=520 nm� dyes. Since the fluorescence of RB de-
creases considerably with an increase in the fluid temperature, the
temperature of the test section was kept below 100°C. Figure 4
shows the wavelength characteristics of the absorption and emis-
sion for each dye. In the same figure, the transmission character-
istics of the light filters used in this study were also shown: a high
pass filter �HPF� �threshold=600 nm� for RB and a band pass
filter �BPF� �10 nm bandwidth, centered at 520 nm� for R110.
experimental setup

SEPTEMBER 2009, Vol. 131 / 091601-3
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specially, the threshold wavelength for HPF was chosen to avoid
e-absorption of the fluorescent light containing the temperature
nformation of the fluid medium.

2.2 Optical Systems. As the preliminary stage, to check the
easibility of the single-color CLSM-LIF thermometry, a commer-
ial inverted CLSM �Carl Zeiss, LSM 5 PASCAL� with a He–Ne
aser �543 nm wavelength� was used. Then, later on, a simple
onfocal microscope system using the general-purpose inverted
icroscope �Nikon, TS100F� was constructed separately for the

wo-color ratiometric confocal-LIF thermometry with a blue diode
aser �473 nm wavelength�, as shown in Fig. 5. It consists of a
onfocal pinhole, two different filter-PMT assemblies �HPF2-
MT1 and BPF-PMT2�, and an additional light port for occa-
ional CCD imaging through HPF1.

The incident laser light with specific wavelength for excitation
asses through the beam expander, and then partly reflected by the
eam splitter to the objective lens and reaches the focal point in a
pecimen. The emitted fluorescence light from the specimen
omes down �with the temperature information� and passes
hrough the objective lens and the beam splitter and reflected by
wo mirrors consecutively, and reaches the tube lens of the micro-
cope to be condensed, and then spatially filtered by a confocal
inhole. The fluorescent signals can be selectively detected by
CD or PMT, using optical switches �Sw1 or Sw2�. The spatially
ltered fluorescence light is divided into two parts with the same

ntensity by a beam splitter �Bs2�, and they are detected by PMT1
nd PMT2, respectively. Finally, the light signals are converted
nto electric signals for data processing.

2.3 Test Sections. Figure 6 shows the test section used in the
reliminary stage for single-color CLSM-LIF thermometry to
easure the temperature distribution across the microgap filled
ith a mixture of RB and methanol. The actual thickness of the
icrogap is estimated to be about 240 �m. The upper surface of

he gap was electrically heated while the lower surface was cooled
ith a flow of cold water through the transparent channel at the
ottom. Therefore, the liquid layer becomes stabilized and is sub-
ect to conduction heat transfer between the upper and the lower
urfaces without any convection effect. The measurements were
ade in the range of 25–45°C. The heated surface temperature
as maintained to be constant within the variation range of
0.8°C by using an ON/OFF controller with K-type thermo-

ouples, and the cooling water was supplied from the constant
emperature bath maintained within the range of �0.5°C. The
emperature rise of the cooling water between the inlet and the

ig. 6 Schematic of the test section for a one-color
hermometry
utlet of the cooling channel was below 1°C.

91601-4 / Vol. 131, SEPTEMBER 2009
Another test section for two-color ratiometric confocal-LIF
thermometry was constructed for the simplified confocal micro-
scope, as shown in Fig. 7. While the concept of the heating is the
same with the previous one in Fig. 6, the cooling channel at the
bottom part was removed and the lower plate �glass� was simply
exposed to the ambient for air cooling. Figures 7�b�–7�d� show the
photographs of each component of the test section. The heating
block at the top of the microgap was made of copper with car-
tridge heaters. The glass plate at the bottom was transparent with
the thickness of 1.1 mm and the refraction index was 1.523. Be-
tween these two plates, the inlet- and outlet-flow passages made
of the polydimethylsiloxane �PDMS� material were connected to
the microgap �thickness=1.1 mm� for easy exchange of the test
fluid. Two K-type thermocouples were installed, as shown in Fig.
7�a�: one was on the bottom surface of the glass plate and the
other was buried in the heating �copper� block. The temperature
measurement range was within 24–44°C. During every experi-
ment, the temperatures of both surfaces were kept constant within
the range of �0.5°C.

3 Results

3.1 Single-Color CLSM-LIF Thermometry. The details of
the single-color CLSM-LIF thermometry are well explained by
Jeong and Lee �10�, and only the results of the calibration test are
briefly explained here. In this test, the temperatures of the upper
and the lower surfaces of the microgap �Fig. 6� were kept the
same, and measurements were made for three cases, i.e., 25°C,
35°C, and 45°C. The purity of the liquid methanol �Merck� was
higher than 99.6 wt % and that of RB �Aldrich� was above
95 wt %. The concentration of the dyed methanol was 3.95 mg/l
for all cases. A He–Ne laser �543 nm, 1 mW� was used as the
excitation light source. For observation, a 40X objective lens
�Carl Zeiss, LD Achroplan, working distance of 2.0 mm, NA
=0.6� for the air medium was used. The fluorescence light filtered
by 560 nm HPF was imaged in 4096 gray-level scales. The gray-
level values of each pixel in the same image planes were aver-
aged, and the measurement was repeated for 12 times under the
fixed temperature conditions for each depth. The pinhole diameter
was 158 �m, and each image covered the thickness range of
about 3.2 �m around the focal plane.

Figure 8�a� shows the fluorescent images with 13.23 �m inter-
val �represented by the subframes from the left to the right� for the
isothermal case �at 25°C�. Except for several subframes around
the interfaces between the liquid layer and the solid walls, the
brightness was approximately the same �though becoming slightly

Fig. 7 Schematic and pictures of the test section for a two-
color thermometry
dark along the depth direction, as will be explained later on�.

Transactions of the ASME
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igure 8�b� shows the images �again, represented by the sub-
rames from the left to the right� obtained from the heat conduc-
ion test, with the bottom- and the top-surface temperatures at
5°C and 45°C, respectively. Here, within the liquid-layer re-
ion, the subframes look much darker as they get closer to the
igh temperature surface.
Figure 8�c� shows the variations of the fluorescence intensity

averaged for 12 times under the fixed temperature conditions at
ach depth� with the distance from the bottom surface. Measure-
ents were made at every 13.23 �m interval along the optical

xis. In the calibration tests �with isothermal conditions, shown in
ircular symbols�, the fluorescence intensity decreases gradually
n the same manner �with the same slope� regardless of the uni-
orm bulk temperature, except for near the glossy walls �by reflec-
ion of the excitation light�. Since there is no possibility of re-
bsorption in using the single-color thermometry with RB, the
eduction in the excitation light intensity was considered to be due
o the spherical aberration �i.e., spreading of the light-energy in-
ensity distribution with the blurred focal volume� by refractive
ndex �RI� mismatching in multilayer media. Figure 9 illustrates
ow the moving distance of the focal region changes inside the
lass with advancement of the objective lens in the axial direction.
ith the optics aligned to make a sharp focus in the air medium

shown as ① in Fig. 9�, the focal region was spread out �with the
ower peak intensity� and extended to the deeper location in the
lass than the actual moving distance of the optical system �shown
s ② in Fig. 9�. This distance stretching occurs because the RI
alue of the glass is higher than that of the air. The rate of the
istance stretching is proportional to the ratios of RIs �Jeong and
ee �15��. The actual travel distance of the optical system was
bout 400 �m, which covers the transparent channel walls and
ome portion of the aluminum heating block, as well as the liquid
ayer. However, the fluorescence light signals were detected only
or a portion of the travel distance of about 180 �m. Considering
he rate of the distance stretching �calculated by using the RI

ig. 8 Raw RB fluorescence intensity distributions along the
epth direction „sample images were acquired at every
3.23 �m interval along the light-axis…
alues of air and methanol at 35°C� of the focal region, the actual

ournal of Heat Transfer
thickness of the microgap was estimated to be about 240 �m. The
planar resolution of the acquired image was 256�width�
�256�height�, and the lengths of the sides of the interrogation
area were about 230 �m. The fluorescence intensity data at each
depth for the conduction test were also plotted in Fig. 8 �the
triangular symbols� with the top and bottom plates maintained at
45°C and 25°C, respectively.

To convert the fluorescence light intensities to actual tempera-
ture values, the results shown in Fig. 8 were normalized based on
the data obtained from the 25°C calibration test and were replot-
ted as in Fig. 10. Except at the boundaries of the liquid layer, the
normalized intensities with the isothermal tests �the circular sym-
bols� were almost constant over the entire range. For the heat
conduction test �the triangular symbols�, the measured intensities
showed good linearity along the depth direction. Figure 11 shows
the actual temperature data across the microgap based on the lin-
ear relationship between the temperature and the intensity. Again,
except for the regions close to the boundaries �within 30–40 �m
range from each boundary�, the measured temperature distribution
showed good linearity, which is a typical characteristic of the
conduction heat transfer.

However, the measured results using single-color CLSM-LIF
thermometry were subject to external disturbances such as the
intensity fluctuation of the excitation laser and the irregular reflec-
tion of the light from the glossy walls. Therefore, to eliminate
those external disturbances, a two-color ratiometric confocal-LIF
thermometry �using additional fluorescent dye, R110, along with
RB� is proposed in Sec. 3.2.

Fig. 9 RI mismatching in multilayer media

Fig. 10 Variation in normalized RB fluorescence intensity

along the depth direction

SEPTEMBER 2009, Vol. 131 / 091601-5
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3.2 Two-Color Ratiometric Confocal-LIF Thermometry.
ccording to the previous report �Sakakibara and Adrian �1��, the

ecommended concentration ratio between R110 and RB was
bout 1:20 to maximize the temperature resolution of the two-
olor method. This ratio was determined to minimize the role of
110 only in monitoring the intensity of the exciting light and in
etecting most of fluorescence from RB that contains temperature
nformation. However, a considerable reduction in the fluores-
ence intensity from R110 with the measuring depth restricts the
easurable depth range. Moreover, with the confocal microscopy,
large portion of the fluorescence light is blocked by the pinhole,

nd the absolute intensity of the light from R110 is reduced con-
iderably. Therefore, unless the temperature resolution is deterio-
ated, it was necessary to make the R110 concentration as high as
ossible to extend the measurable depth range. In this study, the
oncentration ratios between R110 and RB were tested for the
ange of 1:0–1:20. As a result, the optimum concentrations of
110 and RB were determined to be 40 mg/l and 200 mg/l, re-

pectively �in other words, the concentration ratio was set to 1:5 in
he present experiment�. The temperature measurement range was
ithin 24–44°C.
After installation of the test section on the flat stage of the

onfocal microscope, the fluorescent light intensity data at known
emperatures and positions �along the light axis� were collected
epeatedly. Then a relationship between the temperature and the
ntensity ratio �the ratio of the standard PMT signals from both
yes� was checked. During the calibration process for this two-
olor system, re-absorption of the emitted light from R110 was
ealized to be another phenomenon to be taken into account
eriously.

Figure 12 illustrates the attenuation of the fluorescence light

ig. 11 Measured temperature distribution along the depth di-
ection using a one-color thermometry
Fig. 12 Change in the intensity distribution by re-absorption

91601-6 / Vol. 131, SEPTEMBER 2009
intensity from both dyes at each measuring point along the axial
direction. It is usual to have an attenuation of the light intensity
even through the isothermal medium. There are three main rea-
sons for the occurrence of such a phenomenon: decrease in the
excitation light intensity due to the spherical aberration �spreading
of the light intensity distribution due to the blurred focal volume�
by RI-mismatching in multilayer media, absorption of the excita-
tion light to the optically thick medium �i.e., especially with the
long light path or high concentration of the absorbing material�,
and re-absorption of the emitted light from the measuring volume.
Among these, the effects of the spherical aberration and the ab-
sorption of the excitation light are common for both dyes. From
the preliminary test, the intensity ratio, defined by Eq. �2�, was
confirmed to increase along the optical axis and it should be due
to the re-absorption effect. In other words, the rate of the intensity
decrease in the light signal from R110 is much larger than that
from RB, as illustrated in Fig. 12. This is reasoned to be as
follows.

As shown from the absorption and emission characteristics of
RB and R110 in Fig. 4, the fluorescence light from RB, carrying
the temperature information, is filtered by the 600 nm HPF but is
not re-absorbed by the dyed solution. On the other hand, the fluo-
rescence light from R110, filtered by the 520 nm BPF, is easily
re-absorbed by both RB and R110 because the wavelength ranges
of emission and absorption are partly overlapped in this band.
Thus, when the light path becomes longer, the intensity of the
fluorescence signal from R110 is reduced considerably due to the
re-absorption effect.

Figure 13 shows the decreasing effect of the normalized inten-
sity �based on the value at the zero depth� of the R110 fluores-
cence light signal ��I110�d=d / �I110�d=0�, with increasing measuring
depth in the liquid layer at 20°C for different concentration ratios
between R110 and RB, i.e., 1:0, 1:5, 1:10, and 1:20. The decreas-
ing rate of the normalized intensity with the measuring depth
largely depends on the concentration of the mixture solution of
R110 and RB. As shown in Fig. 13�d�, even without RB, due to
the absorption characteristics of R110 itself, the re-absorption
phenomena occurred. As the concentration of RB in the mixture
solution is increased, the effect of re-absorption of R110 light
becomes more enhanced, and the effective measuring depth is
decreased remarkably. Therefore, considering the required mea-
suring depth in the present study, the appropriate concentration
ratio between R110 and RB was determined to be 1:5. �In this
case, the effective measuring depth turned out to be about
500 �m.� An illustration, shown in Fig. 14, gives an idea how to
extract the actual temperature data from the measured intensity
ratio distorted by the re-absorption phenomena. Here, the abscissa
represents the measuring depth from the interface between the
liquid layer and the window, and the ordinate the fluorescence
intensity ratio between RB and R110 �IRB / IR110�. At the interface
between the window and the liquid �zero depth�, there is no re-
absorption at this location. Hence, the measured data show only
the effect of temperature, i.e., the intensity ratio decreases with the
higher temperature. For all the temperature condition, the intensity
ratio increases as the measuring point moves inward due to the
re-absorption effect. Thus, the intensity ratio reflects both the ef-
fects of the temperature variation and the re-absorption. There-
fore, if the intensity-ratio distortion is corrected properly, the exact
temperature data could be obtained.

Figure 15 shows the normalized intensity ratio with the change
in the measuring depth when the liquid temperature is maintained
uniformly at 24°C. Measurement was repeated for three times at
each depth condition. The result clearly shows the increasing
trend of the intensity ratio along the measuring depth. Thus, to
compensate the depth �re-absorption� effect, a correction factor
R0, equivalent to the normalized intensity ratio, was introduced
and a correlation for R0 was obtained from the experimental re-
sults shown in Fig. 15, in terms of the measuring depth d �in

microns�.
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R0 =
�IRB/IR110�d=d

�IRB/IR110�d=0
�3�

R0 = 1 + �3.45 � 10−3� · d + �2.24 � 10−5� · d2 �4�

ccording to the method proposed by Kline �16�, the estimated
ncertainties of �IRB / IR110�d=0 , �IRB / IR110�d=d, and R0 were �1,
7, and �7%, respectively. The proposed correlation in Eq. �4�

epresents the experimental data within the mean deviation of 2%
t the uniform temperature condition of 24°C.

Figure 16 shows the same trends of R0 for other temperature
onditions, 36�1°C and 44�1.5°C, along with the correlation
hown in Eq. �4�. This implies that the correction factor is almost
nsensitive to the liquid temperature in the present experimental
ange. Therefore, by using Eq. �4�, accurate temperature measure-
ent became possible with the two-color ratiometric confocal-LIF

hermometry regardless of the re-absorption effect.

Fig. 13 Dependence of the normalized intensity
ratios between R110 and RB

ig. 14 Variation in the intensity ratio with the measuring

epth for uniform temperature conditions

ournal of Heat Transfer
4 Conclusion
In this work, for the liquid temperature measurement in micro-

channels, a noninvasive method using the two-color ratiometric
LIF technique with confocal microscopy was assessed. To resolve
practical limitation of volumetric illumination, the confocal mi-
croscopy that has the slicing capability along the optical axis was
adopted. With this combined technique, only the fluorescent light
from the tiny volume around a focusing spot could be selectively
detected.

In the preliminary stage, the methanol mixed with a single
temperature-sensitive dye �RB� was tested. At first, a relationship
between the fluorescence intensity and the temperature was ob-
tained by changing the temperature of the bulk liquid. Based on
this relationship, the measured temperature distribution across the

the measuring depth with different concentration

Fig. 15 Dependence of the normalized intensity ratio on the
on
measuring depth at a constant temperature of 24°C
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D gap with its boundaries at different temperatures showed good
inearity, which is a typical characteristic of the conduction heat
ransfer through a thin liquid layer. However, the measured results
ere very sensitive to external disturbances such as the excitation

aser intensity fluctuation and the light reflection from the glossy
alls.
In the second stage, to eliminate those external disturbances,

wo fluorescent dyes with different emission spectrum peaks were
sed simultaneously. In principle, by obtaining the intensity ratio
etween RB �575 nm� and R110 �temperature-insensitive dye, 520
m�, the external effects cancel out each other. However, to com-
ensate the decrease in the fluorescence intensity from R110 �by
he re-absorption phenomenon� using the two-color thermometry,
n empirical correlation for the correction factor was proposed.
he intensity ratio of the fluorescence lights from the two dyes,
odified with the correction factor, showed good robustness and

s proved to be free from the external disturbances. In summary,
he proposed technique �the two-color ratiometric confocal-LIF
ethod� was found to be a very useful tool in measuring the local

emperatures of the liquid flow field in microfluidic devices.
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omenclature
c � dye concentration �kg /m3�
d � measuring depth ��m�

ig. 16 Insensitiveness of the normalized intensity ratio to the
iquid temperature
91601-8 / Vol. 131, SEPTEMBER 2009
I0 � incident-light flux �W /m2�
I � fluorescence intensity �W /m3�

R0 � �correction factor�

Greek Symbols
� � absorption coefficient �m2 /kg�
� � quantum efficiency

Subscripts
d � measuring depth

RB � rhodamine B
R110 � rhodamine 110
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Thermal Conductivity
Measurements of Nylon
11-Carbon Nanofiber
Nanocomposites
Carbon nanofibers (CNFs) were incorporated into nylon 11 to form nylon 11-carbon
nanofiber nanocomposites via twin screw extrusion. Injection molding has been employed
to fabricate specimens that possess enhanced mechanical strength and fire retardancy.
The thermal conductivity of these polymer nanocomposites was measured using a
guarded hot plate method. The measurement results show that the room temperature
thermal conductivity increases with the CNF loading from 0.24�0.01 W /m K for pure
Nylon 11 to 0.30�0.02 W /m K at 7.5 wt % CNF loading. The effective medium theory
has been used to determine the interface thermal resistance between the CNFs and the
matrix to be in the range of 2.5–5.0�10�6 m2 K /W from the measured thermal con-
ductivity of the nanocomposite. �DOI: 10.1115/1.3139110�

Keywords: thermal conductivity, nanocomposites, carbon nanofibers, nylon,
measurement, thermal interface resistance
Introduction
Polymer nanocomposites show great promise in replacing met-

ls in aerospace and automobile applications. The overall weight
f the parts can be reduced using nanocomposites without com-
romising strength or fire retardancy properties. Additionally, one
dvantage of nanocomposites is that their physical properties can
e altered with only a low weight percent loading of nanomateri-
ls �1–5�. Nylon 11 has been a common material for several de-
ades because of its unique mechanical and thermal properties.
urrently, there is intense interest to develop nylon 11-carbon
anofiber �CNF� nanocomposites with improved mechanical
trength and fire retardancy properties �4–8�.

In this paper, we report the preparation and characterization of
ylon 11 composites with various weight percent loadings of
NFs formed using injection molding. The measured thermal con-
uctivity of the nanocomposites at room temperature was found to
radually increase with increased CNF loading.

Materials Processing
Nylon 11 is a thermoplastic with a moderate amount of molecu-

ar interaction between its polymer chains. The CNFs were incor-
orated into the nylon 11 pellets via twin screw extrusion. In the
xtrusion process, the polymer is propelled continuously along a
crew through regions of high temperature and pressure, where it
s melted and compacted, and finally forced through a die shaped
o give the final part. An extruder can also be used to compound
aterials by mixing two or more components together. Twin

crew extrusion provides a high shear environment to incorporate
anostructures into thermoplastics. The material delivered by an
xtruder is known as the extrudate. The extrudates �millimeter-
ized pellets� were used to produce parts by an injection molding
rocess. The CNFs were PR-19-PS grade purchased from a com-
ercial vendor �Applied Sciences, Inc.�. This grade of CNFs has

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received July 21, 2008; final manuscript received
pril 7, 2009; published online June 24, 2009. Review conducted by Pamela M.
orris. Paper presented at the 2005 ASME International Mechanical Engineering

ongress �IMECE 2005�, Orlando, FL, November 5–11, 2005.

ournal of Heat Transfer Copyright © 20
been pyrolytically stripped by the manufacturer to remove pol-
yaromatic hydrocarbons from the surface, but was not heat
treated. The CNFs were about 150 nm in diameter and
30–100 �m long. Figure 1 shows a photograph of the nanocom-
posites made by injection molding. The color of the specimen
changed from white for pure nylon parts to black for nanocom-
posites with CNF loading.

Transmission electron microscopy �TEM� micrographs were
taken for the injection molded samples to characterize the disper-
sion and alignment of the CNFs. Figure 2 shows the TEM micro-
graphs of nylon 11 with 5 wt % loading of CNFs. Inside the TEM
imaging volume of about 5 �m lateral size, CNFs were found to
be randomly aligned, and no agglomeration of the CNFs was ob-
served. Similar results were observed at other locations of the
TEM specimen. However, TEM was used to examine only limited
locations of the specimen, and we cannot rule out the possibility
of CNF alignment or agglomeration in other areas of the nano-
composites.

3 Thermal Conductivity Measurement Method
We followed the standard guarded hot plate method �9� shown

in Fig. 3�a� to measure the thermal conductivity of the samples. In
this method, a heater is sandwiched between two identical
samples and two heat sinks, with thermocouples �TCs� placed at
the interfaces between the sample and the heater and between the
sample and the heat sink. The temperature drop across each
sample is measured using the thermocouples, and the heat flux is
determined by the electrical power dissipated in the heater. The
as-made injection molded parts were 100�100�3.175 mm3.
The parts were cut with a saw into 50�50�3.175 mm3 plates to
measure the thermal conductivity across the plane of the compos-
ite. A polymer-coated thin planar heater purchased from Minco
was sandwiched between two sample plates. The lateral dimen-
sion of the heater was the same as that of the plate �50
�50 mm2� with 0.3 mm thickness. Two aluminum heat sinks
were placed at each end of the stack. K type thermocouples from
Omega were placed at each interface to measure the temperature
drop across the samples. To minimize heat loss through the lead
wires of the thermocouples and to ensure planar contact between

surfaces, we used thermocouples of the smallest diameter avail-

SEPTEMBER 2009, Vol. 131 / 091602-109 by ASME
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able, specifically 0.003 in. or 76.2 �m. During several of the
measurements, three thermocouples were placed at varying loca-
tions on the same interface to verify the temperature uniformity.
To improve the thermal contact, a thin layer of thermal grease was
used at each interface. In addition, a clamp was used to apply
pressure to the stack and to hold it together. A photograph of the
measurement setup with insulation and radiation shielding partly
removed is shown in Fig. 3�b�.

To determine any anisotropy in the thermal conductivity, a
similar setup was used to measure the in-plane thermal conduc-
tivity of several parts with some minor modifications. The as-
manufactured 100�100�3.175 mm3 plates were cut into
smaller pieces of 25.4�4.0�3.175 mm3 dimension. Eight such
pieces were bonded together using thermal grease to make 25.4
�25.4�4.0 mm3 samples. The plates were then polished to re-
duce roughness along the cut faces. The measurement setup was
the same as that described for the cross-plane measurement, but
with a thin film heater with 25.4�25.4�0.3 mm3 dimensions to
match the lateral sample size of 25.4�25.4 mm2.

The heater was connected to a PCE Model SL100 dc power
supply with an output voltage of 0–30 V and current of 0–3 A.
The voltage drop �V� across and current �I� flow in the heater were
measured with Omega multimeters with voltage and current accu-
racies of 0.1 mA and 1 mV, respectively. The heating power was
obtained as Q= IV. The energy dissipated by the heater was con-
ducted across the two samples on either side of the heating film to
the aluminum blocks that served as heat sinks and kept at ambient
temperature. The test setup was symmetric. The temperature drops
across each sample were measured by the thermocouples and
were used to obtain the averaged temperature drop across one
plate ��T�. The thermal conductance of the two samples was ob-
tained as G=Q /�T. More specifically, G was obtained as the
slope of a linear fit to four sets of measured �T versus Q data with
�T ranged from 1 K to 6 K, as shown in Fig. 3�c� for one mea-
surement. The thermal conductivity was obtained as k=Gt /2A,
where t and A are the thickness and area of one sample.

For the 3.175 mm and 4 mm thick samples, the total uncertainty
is calculated to be less than 6%, which includes convection and
radiation loss from the samples, heat loss through the thermo-
couple wires and heater leads, and uncertainties in dimension,
temperature, and power measurements. The heat loss through the
thermocouple wires and the heater leads are estimated using a fin
heat transfer model to be about 2% of the total heater power for an
average temperature rise of 3 K. If the setup had not been insu-
lated on the four sides from the environment, the free convection

rmal conductivity measurement. Four thermocouples
and an average temperature difference across the two
uctivity. Thermal insulation surrounding the setup is
ith insulation and radiation shielding partly removed.
function of average measured temperature drop „�T…
ig. 1 Photographs of „a… injection molded pure nylon 11 and
b… nylon nanocomposites with 5% CNF loading
ig. 2 Transmission electron micrograph of an injection
olded 5 wt % nylon 11-CNF nanocomposite
Fig. 3 „a… Schematic of guarded hot plate method for the
„TCs… are used to measure temperature at four locations,
identical samples is used for obtaining the thermal cond
not shown. „b… Photograph of the measurement setup w
„c… Measured electrical power input „Q… to the heater as a
Transactions of the ASME
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eat transfer coefficient on each vertical surface of the plate dur-
ng the measurement is estimated to be about 3.4 W /m2 K at an
verage temperature rise of 3 K. The convection heat loss is cal-
ulated to be 7�10−3 W. The radiation heat loss from the sample
s estimated to be 14�10−3 W at an average temperature rise of 3
. The sum of radiation and convection heat losses from the

ample account for about 2–3% of the total power input to the
eater when the average temperature rise was about 3 K. It is
mportant that the samples be relatively thin in order to minimize
onvection and radiation losses and to keep the thermal conduc-
ivity measurement accurate. If the sample thickness was 25.4
m, for example, we calculate that the convection/radiation losses
ould increase to 45–50% of the total power when no insulation
as applied to the four sides of the sample, making the measured

hermal conductivity appear twice as high as the actual value.
everal experiments were conducted with the setup surrounded by

nsulation for minimizing the free convection, or by a radiation
hield made by an aluminum foil. No apparent changes were
oted with these modifications when the sample thickness was 4.0
m or less.

Thermal Conductivity Measurement Results and
nalysis
Figure 4 shows the cross-plane thermal conductivity of injec-

ion molded nanocomposites at room temperature as a function of
he weight fraction of CNFs. For pure nylon 11, our measured
ross-plane thermal conductivity is 0.24�0.01 W /m K, in good
greement with the reference literature value of 0.23 W /m K for
ure nylon 11 �10�. In-plane measurements of pure nylon 11 and
he 3% CNF nanocomposite gave thermal conductivity values
ithin 3% of the cross-plane value for the respective samples,

uggesting that anisotropic effects arising from either polymer
hain alignment in the matrix or unobserved CNF alignment are
omparable to the measurement uncertainty. For the injection
olded nanocomposites, a gradual increase in thermal conductiv-

ty with CNF loading is observed at room temperature. The maxi-
um thermal conductivity observed was 0.30�0.02 W /m K for

.5% CNF loading, a 22% increase from the thermal conductivity
easured for pure nylon 11.
We have used the effective medium approach by Nan et al. �11�

long with the measured thermal conductivity values to evaluate
he thermal contact resistance between the CNFs and the matrix.
his model assumes that the CNFs are randomly oriented, of
qual size, and perfectly straight in an isotropic polymer matrix. It
akes into account thermal contact resistance, volume fraction, and

ig. 4 Thermal conductivity of injection molded nylon 11-CNF
anocomposite as a function of the weight fraction of the CNFs

or the cross-plane direction at room temperature.
he aspect ratio of the nanostructures added.

ournal of Heat Transfer
In this approach, the effective thermal conductivity keff of the
nanocomposites was calculated as a function of the contact resis-
tance between the CNF and the polymeric matrix using

keff = kM

3 + f��x + �z�
3 − f�x

�1�

where kM is the thermal conductivity of the matrix, and f is the
volume fraction of the CNFs �11�. We used our experimentally
measured thermal conductivity value for pure nylon 11 as kM. To
convert the weight percent CNF loading to volume percent used in
the model, densities of 1.95 g /cm3 and 1.04 g /cm3 were used for
CNFs �12� and nylon 11 �13�, respectively. The terms �x and �z
are given by

�x =
2�k11 − kM�

k11 + kM
�2�

�z =
k33

kM
− 1 �3�

with k11 and k33 representing the equivalent thermal conductivities
in the transverse and longitudinal directions of a nanocomposite
unit cell, as described by Nan et al. �11�. These values are calcu-
lated by

k11 =
kc

1 +
2akc

dkM

�4�

k33 =
kc

1 +
2akc

LkM

�5�

where kc, d, and L are the CNF thermal conductivity, diameter,
and length, respectively �11�. The diameter of the CNFs used in
the calculation is 150 nm with a CNF length of 50 �m. The term
a is called the Kapitza radius and is defined as a=RckM, with Rc
representing the thermal contact resistance between the CNF and
the matrix �11�.

The thermal conductivity of the CNF product �ASI PR-19-PS�
was not specified by the manufacturer. For another similar CNF
product �PYROGRAF® I� with a larger diameter of 3–20 �m
made by the same manufacturer, the thermal conductivity was
specified to be 20 W /m K for as-grown samples and
1950 W /m K for heat-treated samples �12�. In comparison, the
thermal conductivity of a 150 nm diameter CNF made by a
plasma enhanced chemical vapor deposition �CVD� method was
found to be about 10 W /m K �14�. In carbon fibers, the interface
effect on phonon transport is dominated by scattering at interfaces
between adjacent graphene layers and interlayer coupling. Be-
cause the �150 nm diameter CNFs used in this work already
consists of hundreds of graphene layers, interface effect on the
axial thermal conductivity is expected to be insensitive to diam-
eter variation from 150 nm to 20 �m if the crystal quality re-
mains the same. The crystal quality of the pyrolytically stripped
CNF samples used in this work is expected to fall between that of
the as-grown CNFs and the heat-treated samples. Hence, the ther-
mal conductivity is expected to fall between 20 W /m K for the
as-grown samples and 1950 W /m K for the heat-treated samples.
In the model, we have varied thermal conductivity kc of the CNF
in the range between 1 W /m K and 1950 W /m K.

Figure 5 shows the predicted effective thermal conductivity of
the 1%, 3%, 5%, and 7.5% blends of injection molded parts as a
function of the thermal contact resistance for several values of
thermal conductivity assumed for the CNFs. By using the mea-
sured thermal conductivity of each nanocomposite, we can evalu-
ate a range of thermal contact resistance based on the possible
CNF thermal conductivities. As shown in Fig. 5, using a CNF

thermal conductivity of 1 W /m K does not produce an intersec-
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ion between the predicted effective thermal conductivity of the
anocomposite and the measured thermal conductivity at the cor-
esponding CNF loading. For CNF thermal conductivity between
0 W /m K and 1950 W /m K, the thermal contact resistance
anges for the injection molded samples at room temperature are
stimated to be 2.5–3.8�10−6 m2 K /W, 2.5–3.8
10−6 m2 K /W, 3.8–5.0�10−6 m2 K /W, and 3.6–4.8
10−6 m2 K /W for 1 wt %, 3 wt %, 5 wt %, and 7.5 wt %
NF loading, respectively. In heat transfer literature, values of

hermal contact resistance can vary over several orders of magni-
ude depending on materials, surface roughness, environment,
nd, in the case of a solid-solid contact, applied pressure. A large
egree of variation in contact resistance has also been found in
arbon nanostructure-based composites, for which the thermal
ontact resistance between the nanostructure fillers and the matrix
as been shown to depend strongly on the surrounding matrix
nvironment �15�, as well as the processing and surface treatment
f the filler material �15–17�. Macedo and Ferreira �15� estimated
hermal contact resistances of 4.6–5.0�10−7 m2 K /W and 1.3

10−4 m2 K /W for vapor-grown CNFs �0.2 �m diameter� in
olypropylene and polycarbonate matrices, respectively. The ther-
al contact resistance values in this work for CNFs in Nylon 11

hus fall in between these values. In comparison, thermal contact
esistance values for carbon nanotubes �CNTs� in polymer and
urfactant environments have been reported in the 2.4–83

−9 2

Fig. 5 Model prediction for the „a… 1 wt %, „b… 3 wt
molded parts in the cross-plane direction at room tem
the CNF thermal conductivity kC. The straight gray line
the nanocomposite.
10 m K /W range �17–20�.
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5 Conclusions
These measurements show that the thermal conductivity gradu-

ally increases with increased CNF loading from
0.24�0.01 W /m K for pure Nylon 11 to 0.30�0.02 W /m K
for nylon 11 with 7.5% CNF loading. Using an effective medium
theory model and the measured thermal conductivity values, we
determine that the thermal contact resistance is in the range of
2.5–5.0�10−6 m2-K /W for 1 wt % to 7.5 wt % CNF loading.
The uncertainty in the obtained thermal contact resistance comes
from the uncertainty in the CNF thermal conductivity, which is
not specified by the manufacturer for the particular grade. Despite
the large range of possible CNF thermal conductivity between
20 W /m K and 1950 W /m K, the obtained thermal contact re-
sistance range is narrow �2.5–5.0�10−6 m2 K /W� at different
CNF loadings. This finding reveals that thermal transport in the
nanocomposite is limited by the thermal contact resistance be-
tween the CNFs and the matrix. Consequently, the thermal con-
ductivity of the nanocomposites would increase only slightly
when the thermal conductivity of the CNFs is increased from the
lower limit of 20 W /m K to the upper limit of 1950 W /m K at
the same contact thermal resistance.

Acknowledgment
This work is supported in part by the Thermal Transport Pro-

„c… 5 wt %, and „d… 7.5 wt % CNF blends of injection
ature. Each curve corresponds to a different value for
the experimentally measured thermal conductivity of
%,
per

is
cesses Program of National Science Foundation via Grant No.

Transactions of the ASME



C

R

J

BET-0553649 and Air Force Office of Scientific Research.

eferences
�1� Biercuk, M. J., Llaguno, M. C., Radosavljevic, M., Hyun, J. K., Johnson, A.

T., and Fischer, J. E., 2002, “Carbon Nanotube Composites for Thermal Man-
agement,” Appl. Phys. Lett., 80, pp. 2767–2769.

�2� Kashiwagi, T., Grulke, E., Hilding, J., Groth, K., Harris, R., Butler, K.,
Shields, J., Kharchenko, S., and Douglas, J., 2004, “Thermal and Flammability
Properties of Polypropylene/Carbon Nanotube Nanocomposites,” Polymer,
45, pp. 4227–4239.

�3� Abramson, A. R., Kim, W. C., Huxtable, S. T., Yan, H. Q., Wu, Y. Y., Majum-
dar, A., Tien, C. L., and Yang, P. D., 2004, “Fabrication and Characterization
of a Nanowire/Polymer-Based Nanocomposite for a Prototype Thermoelectric
Device,” J. Microelectromech. Syst., 13, pp. 505–513.

�4� Koo, J. H., 2006, Polymer Nanocomposites: Processing, Characterization, and
Applications, McGraw-Hill, New York.

�5� Koo, J. H., Pilato, L. A., Wissler, G., Cheng, J., Ho, D., Nguyen, K., Stretz, H.,
and Luo, Z. P., 2005, “Flammability and Mechanical Properties of Nylon 11
Nanocomposites,” Proceedings of the SAMPE 2005 ISSE, SAMPE, Covina,
CA, pp. 1–14.

�6� Wiemann, K., Kaminsky, W., Gojny, F., and Schulte, K., 2005, “Synthesis and
Properties of Syndiotactic Poly�propylene�/Carbon Nanofiber and Nanotube
Composites Prepared by In Situ Polymerization With Metallocene/MAO Cata-
lysts,” Macromol. Chem. Phys., 206, pp. 1472–1478.

�7� Hammel, E., Tang, X., Trampert, M., Schmitt, T., Mauthner, K., Eder, A., and
Potschke, P., 2004, “Carbon Nanofibers for Composite Applications,” Carbon,
42, pp. 1153–1158.

�8� Choi, Y. K., Sugimotot, K. I., Song, S. M., and Endo, M., 2005, “Mechanical
and Thermal Properties of Vapor-Grown Carbon Nanofiber and Polycarbonate
Composite Sheets,” Mater. Lett., 59, pp. 3514–3520.
�9� ASTM, 2004, “C177-04 Standard Test Method for Steady-State Heat Flux

ournal of Heat Transfer
Measurements and Thermal Transmission Properties by Means of the
Guarded-Hot-Plate Apparatus,” ASTM, West Conshohocken, PA.

�10� Mark, J. E., 2007, Physical Properties of Polymers Handbook, Springer, New
York.

�11� Nan, C. W., Liu, G., Lin, Y. H., and Li, M., 2004, “Interface Effect on Thermal
Conductivity of Carbon Nanotube Composites,” Appl. Phys. Lett., 85, pp.
3549–3551.

�12� Available online at http://www.apsci.com/ngm-pyro1.html.
�13� Available online at http://www.goodfellow.com/E/Polyamide_-

_Nylon_11.HTML.
�14� Yu, Ch., Saha, S., Zhou, J., Shi, L., Cassell, A. M., Cruden, B. A., Ngo, Q., and

Li, J., 2006, “Thermal Contact Resistance and Thermal Conductivity of a
Carbon Nanofiber,” ASME J. Heat Transfer, 128, pp. 234–239.

�15� Macedo, F., and Ferreira, J. A., 2003, “Thermal Contact Resistance Evaluation
in Polymer-Based Carbon Fiber Composites,” Rev. Sci. Instrum., 74�1�, pp.
828–830.

�16� Shenogin, S., Bodapati, A., Xue, L., Oxisik, R., and Keblinksi, P., 2004, “Ef-
fect of Chemical Functionalization on Thermal Transport of Carbon Nanotube
Composites,” Appl. Phys. Lett., 85, pp. 2229–2231.

�17� Bryning, M. B., Milkie, D. E., Islam, M. F., Kikkawa, J. M., and Yodh, A. G.,
2005, “Thermal Conductivity and Interfacial Resistance in Single-Wall Carbon
Nanotube Epoxy Composites,” Appl. Phys. Lett., 87, p. 161909.

�18� Huxtable, S. T., Cahill, D. G., Shenogin, S., Xue, L., Ozisik, R., Barone, P.,
Usrey, M., Strano, M. S., Siddons, G., Shim, M., and Keblinski, P., 2003,
“Interfacial Heat Flow in Carbon Nanotube Suspensions,” Nature Mater., 2,
pp. 731–734.

�19� Shenogin, S., Xue, L., Ozisik, R., Keblinski, P., and Cahill, D., 2004, “Role of
Thermal Boundary Resistance on the Heat Flow in Carbon-Nanotube Compos-
ites,” J. Appl. Phys., 95, pp. 8136–8144.

�20� Haggenmueller, R., Guthy, C., Lukes, J. R., Fisher, J. E., and Winey, K. I.,
2007, “Single Wall Carbon Nanotube/Polyethylene Nanocomposites: Thermal

and Electrical Conductivity,” Macromolecules, 40, pp. 2417–2421.

SEPTEMBER 2009, Vol. 131 / 091602-5



1

a
a
b
i
t
o
fi
t
i

i
a
M
m
t
i
b
e
e
p
i

w
p
s
r
t
m
t

N

r
S

J

Mustafa Turkyilmazoglu1

Department of Mathematics,
Hacettepe University,

Beytepe,
Ankara 06532, Turkey

e-mail: turkyilm@hacettepe.edu.tr

Exact Solutions Corresponding to
the Viscous Incompressible and
Conducting Fluid Flow Due to a
Porous Rotating Disk
A study is pursued in this paper for the evaluation of the exact solution of the steady
Navier–Stokes equation, governing the incompressible viscous Newtonian, electrically
conducting fluid flow motion over a porous disk, rotating at a constant angular speed.
The three-dimensional equations of motion are treated analytically yielding to the deri-
vation of exact solutions. The effects of the magnetic pressure number on the permeable
flow field are better conceived from the exact velocity and induced magnetic field ob-
tained. Making use of this solution, analytical formulas for the angular velocity and
current density components, as well as for the magnetic wall shear stresses, are ex-
tracted. Interaction of the resolved flow field with the surrounding temperature is then
analyzed via energy equation. The temperature field is shown to accord with the convec-
tion, viscous dissipation, and Joule heating. As a result, exact formulas are obtained for
the temperature field, which takes different forms, depending on whether isothermal and
adiabatic wall conditions or suction and blowing are considered.
�DOI: 10.1115/1.3139187�

Keywords: exact solutions, magnetohydrodynamic flow, porous disk, heat transfer
Introduction
The magnetohydrodynamic flow of fluids over porous bound-

ries of materials has many applications in practical science, such
s levitation and pumping of liquids in mechanical engineering,
oundary layer control, and transpiration processes in aerodynam-
cs. One of the most interesting magnetofluid dynamic problems is
he use of electromagnetic force to control the flight of an aircraft
r a space vehicle. Owing to the fact that the electric and magnetic
elds can be controlled, flight in a conducting gas can be con-

rolled by changing the magnetic fields provided by a magnet
nside the vehicle.

Kármán’s swirling viscous flow over a porous rotating disk �1�
s a well documented classical problem. The stability issues were
ttacked by many researchers such as Gregory et. al �2� and
aleque and Sattar �3�. However, all these results are either nu-
erical or analytical numerical. Moreover Berker �4� established

he existence of an infinite set of solutions to the flow of two
nfinite parallel rotating plates. The extension to porous plates has
een given in Ref. �5�. Rao and Kasiviswanathan �6� presented an
xact solution for the unsteady flow in which the eccentric disks
xecuted nontorsional oscillations. Additionally, heat transfer
roblems over a rotating disk have also been studied, see for
nstance Ref. �7�.

The exact solution examined in the current paper is connected
ith the hydromagnetic flow over porous boundaries. Thus, the
urpose here is to present details of some new three-dimensional
olutions of the Navier–Stokes equations associated with a single
otating disk. The axisymmetric solutions, in the presence of a
ransverse magnetic field, have been previously investigated nu-
erically in Ref. �8�. Unlike the case of axisymmetric solutions,

he current motivation focuses on searching for the velocity, pres-

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received September 16, 2008; final manuscript
eceived March 26, 2009; published online June 25, 2009. Review conducted by

ung Jin Kim.

ournal of Heat Transfer Copyright © 20
sure, induced magnetic field, and pressure fields affected by the
existence of the magnetic field, together with the permeable wall
conditions.

The strategy adopted here is as follows: In Sec. 2 the full equa-
tions of motion are outlined. Section 3 contains the analytical
results. Wall insulation and heat conducting cases are analyzed in
Sec. 4. Finally, our conclusions follow in Sec. 5.

2 Formulation of the Problem
Consider an infinite disk rotating on its axis with a constant

angular velocity �, upon which is imposed a noncoaxially rotat-
ing 3D flow of an incompressible, electrically conducting viscous
fluid about an axis originating at �r0 ,��, as shown schematically
in Fig. 1. The dimensionless unsteady magnetohydrodynamic
equations governing the viscous fluid flow with an external uni-
form magnetic field H=H0 are given by

�u

�t
+ �u · ��u = − �p +

1

Re
�2u + RH�H · ��H �1�

�H

�t
+ � � �u � H� +

1

R�

�2H = 0 �2�

� · u = 0, � · H = 0 �3�

�T

�t
+ cp�u · �T� =

cp

PrRe
�2T +

1

Re
� +

RH

R�

�� � H�2 �4�

Boundary conditions accompanying Eqs. �1�–�4� are such that the
fluid adheres to the wall at z=0, and the quantities are bounded at
far distances from the wall. Moreover, the induced magnetic field
components h1 and h2 are subjected to zero boundary conditions
on the wall and disappearing conditions away from the disk.

3 Steady-State Mean Flow

It is not hard to verify that
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u = w = 0, v = r, h1 = h2 = 0, h3 = constant, p =
r2

2
+ p0

�5�

ith p0 constant, Eq. �5� constitutes a solution for the system
quations in Eqs. �1�–�3� �rigid body motion�.

Next, with the rescaling �=�Re /2z, the flow is superimposed
nto the rigid body rotation

u = r0F��,��, v = r + r0G��,��, w = − s� 1

2 Re

h1 = r0H1��,��, h2 = r0H2��,��, h3 =� 1

2 Re
�6�

p =
r2

2
− rr0 cos�� − �� + p1

uch that the periodic solutions, with respect to � of F, G, H1, and
2, are sought here. The reason for looking for solutions on Eq.

6� lies in the interest of finding exact solutions on pseudo-plane
ows occurring over rigid body rotations, as in Refs. �4,9�. The
onstant s denotes a uniform suction if s�0 and injection if s
0. p1 in Eq. �6� is a constant.
Substituting Eq. �6� into Eqs. �1�–�3�, the continuity in the first

f Eq. �3� is automatically satisfied, while the momentum and
lectromagnetic equations give rise to

F�� + sF� + 2G + RHH1� = − 2 cos�� − ��

G�� + sG� − 2F + RHH2� = 2 sin�� − ��

H1�� + sR2H1� + R2F� − 2R2H2 = 0

z

θ )r
o α(r ,

Ω Ω

Ho

Fig. 1 Schematic description of the flow

Table 1 The roots calculated from

s RH �1 �1

�2 0 0.27201965 0.78615
102 0.27202249 0.78614
106 0.30048883 0.76894

0 0 1.00000000 1.00000
102 1.00000250 0.99999
106 1.02530445 0.97532

2 0 2.27201965 0.78615
102 2.27202249 0.78614
106 2.30048884 0.76894
91701-2 / Vol. 131, SEPTEMBER 2009
H2�� + sR2H2� + R2G� + 2R2H1 = 0 �7�

in which the parameter R2 is defined as R2=R� /Re. Further intro-

duction of F̄=F+ iG and H̄=H1+ iH2 results in a fourth-order

equation regarding F̄ of the form

F̄���� + s�1 + R2�F��� + �s2R2 + 2�i�− 1 + R2� − R��F̄�� + 4R2F̄

= − 4iR2C �8�

whose solution satisfies the no slip, and also, the boundedness can
be immediately expressed as

F̄ = C1�e−
1� − e−
2�� + iC�− 1 + e−
2�� �9�

where R=RHR2 /2, C=cos��−��− i sin��−��, and C1 is a con-
stant. The roots −
1=−��1+ i�1� and −
2=−��2− i�2� in Eq. �9�
correspond to the characteristic equation of Eq. �8�.

In Table 1, typical values of �1, �1, �2, and �2 are tabulated. It
is seen that the effects of RH are more dominant if it is allowed to
grow large.

The value of C1 arises from H̄�0�=0. Following this H̄ can be
written as

H̄ =
iC

RH
�
2

2 − s
2 − 2i�� 
1

�
2 − 
1��
1
2 + 2i�

���
1 − s −
2i


1
	e−
1� + �− 
2 + s +

2i


2
	e−
2�
 +

1


2
e−
2��

�10�

Decomposing the real and imaginary parts of Eqs. �9� and �10�,
the solution to Eq. �7� finally follows

F = f���cos�� − �� + g���sin�� − ��

G = − f���sin�� − �� + g���cos�� − ��
�11�

H1 = − Y���cos�� − �� + X���sin�� − ��

H2 = X���cos�� − �� + Y���sin�� − ��

where the form of the functions f , g, X, and Y in Eq. �11� are
given as

f = − e−�2� sin �2� + U�e−�1� sin �1� + e−�2� sin �2��

+ V�e−�2� cos �2� − e−�1� cos �1��

g = − 1 + e−�2� cos �2� + U�e−�1� cos �1� − e−�2� cos �2��

+ V�e−�1� sin �1� + e−�2� sin �2��

X =
1

RH
�D1�g + 1 − e−�2� cos �2�� + E1�f + e−�2� sin �2��


characteristic equation of Eq. „8…

�2 �2

8 0.000316127774 0.000316227758
0 0.000316128564 0.000316226969
1 0.000323725957 0.000308048415
0 0.000316227766 0.000316227766
0 0.000316228557 0.000316226975
2 0.000323825207 0.000308038477
8 0.000316327774 0.000316227758
0 0.000316328564 0.000316226967
1 0.000323924463 0.000308028515
the

137
962
164
000
750
006
137
962
162
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Y =
1

RH
�E1�g + 1 − e−�2� cos �2�� − D1�f + e−�2� sin �2��


When �2 and �2 above are set exactly to zero, it turns out that
f =e−�1� sin ��1�� and g=−1+e−�1� cos��1�� in Eq. �11�, hence

e have the nonconducting fluid case with permeable wall, as
tudied earlier in Ref. �9�. Therefore, Eq. �11� represents a general
ase permitting to the interaction of electromagnetic and fluid dy-
amic fields. The graphs of f , g, −Y, and X are displayed in Figs.
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Fig. 2 The effects of magnetic field on the flow velocitie
numbers RH at the specified injection/suction values in „a… s
„ . . . … RH=106, „– –… RH=107, and „ . . . … RH=108.
and 3 for a variety of RH. These graphs clearly indicate the

ournal of Heat Transfer
development of a layerlike boundary structure near the surface of
the disk. Also, flow reversal can be observed for s
0. The wavy
character shown in Figs. 2�a� and 2�b�, particularly dominant in
the case of fluid injection, is due to the form of the solution in Eq.
�11�.

The fluid dynamic thicknesses �� and �r are evaluated as

�� =��

�1 + g�d� =
�1U + �1V

�1
2 −

�2�U − 1� − �2V

�2
2
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2+�1
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2=�2
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2. Similarly, the magnetic field
hicknesses are

�H1
= −�

0

�

Yd� =
1

RH
� 1

�1
2 �D1U12 − E1U11�

−
1

�2 �D1U21 − E1U22�
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Fig. 3 The variation in the scaled induced magnetic fields
pressure numbers, respectively: RH=106

„—…, RH=107
„ . . . …, a

s=2, and „c… s=0
2
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�H2
=�

0

�

Xd� =
1

RH
� 1

�1
2 �D1U11 + E1U12� −

1

�2
2 �D1U22 + E1U21�


where U11=�1U+�1V, U12=�1U−�1V, U21=−�2U+�2V, and
U22=�2U−�2V. The exact formulas point to a significant decay in
thicknesses as the magnetic effects become large �see also Figs. 2
and 3�.

Making use of the exact velocities, the shear stresses on the
wall �r and �� are

�r = � �u

�z
� = r0�Re

2
��a cos�� − �� − �b sin�� − ���

-0.12
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=106X and −YY=−106Y are demonstrated for the magnetic
RH=108

„ . . . …, alongside a coordinate �=103�; „a… s=−2, „b…

XX
nd
z=0

Transactions of the ASME



w
fi

w

d
a

4

a
+
+
s
t

w
=
−

H

s

i
a

w

T
d

�
�

J

�� = � �v
�z
�

z=0

= − r0�Re

2
��b cos�� − �� + �a sin�� − ���

ith �a and �b as constants. The stresses owing to the magnetic
eld effects are computed as

�h1
= � �h1

�z
�

z=0

=
r0

RH

�Re

2
��c cos�� − �� − �d sin�� − ���

�h2
= � �v

�z
�

z=0

= −
r0

RH

�Re

2
��d cos�� − �� + �c sin�� − ���

ith �c and �d as constants.
The components of vorticity ��r ,�� ,�z�=��u and the current

ensity �Jr ,J� ,Jz�=��H can also be computed exactly, which
re, respectively

�r = −
�v
�z

= − r0�Re

2
G�, �� =

�u

�z
= r0�Re

2
F�, �z = 2

�12�

Jr = −
�h2

�z
= − r0�Re

2
H2�, J� =

�h1

�z
= r0�Re

2
H1�, Jz = 0

Heat Conducting Case
Analysis performed in Sec. 3 reveals that the temperature bal-

nces with the convection, the viscous dissipation �= ��u /�z�2

��v /�z�2, and with the Joule heating ���H�2= ��h1 /�z�2

��h2 /�z�2. The dominance among these three features relies
trongly upon the magnitude of the relevant parameters. Hence,
he energy equation in Eq. �4� can be simplified to

T�� + s Pr T� = − r0
2Pr

cp
��F�

2 + G�
2� + R4�H1�

2 + H2�
2 �� �13�

ith R4=RH /R2. Further defining the Eckert number Ec
r0

2 / �cp�Tw−T���, and making use of the replacement �=T
T� /Tw−T�, Eq. �13� eventually transforms into

��� + sPr�� = − PrEc�Ke−2�1� + Le−2�2�

+ �M sin �s� + N cos �s�
e−�s�� �14�

ere K, L, M, and N are constants.

4.1 Injection and Impermeable Wall Case. For s
0, the
olution to � can be found by integrating Eq. �14�, which yields

� = − PrEc� K

− 2�1�sPr − 2�1�
e−2�1� +

L

− 2�2�sPr − 2�2�
e−2�2�

+
− M2 sin �s� + N2 cos �s�

��s
2 + �s

2���sPr − ��2 + �s
2�

e−�s� + C11 + C12e
−sPr�
 �15�

n which, C11 and C12 are integration constants, and M2 and N2
re appropriately defined.

Two cases now are of our concern. First, we assume that the
all is insulated with

���0� = 0, ���� = 0

he latter condition gives C11=C12=0, and the first condition pro-

Table 2 The variation in Nu at

s RH=10 RH=102 RH=1

5 0.0620557 0.0620592 0.06244
2 0.5440398 0.5440449 0.54460

0 1.9999995 1.9999950 1.99950
uces the relation

ournal of Heat Transfer
�is =
K

�2�1 − sPr�
+

L

�2�2 − sPr�
+

�sM2 + �sN2

��s
2 + �s

2���sPr − �s�2 + �s
2�

= 0

�16�

Second, we consider a heat transfer so that the boundary condi-
tions imposed on Eq. �15� are

��0� = 1, ���� = 0

The latter condition again gives C11 and C12, and the first condi-
tion generates the relation

− PrEc�hs = 1 �17�

with

�hs =
K

− 2�1�sPr − 2�1�
+

L

− 2�2�sPr − 2�2�

+
N2

��s
2 + �s

2���sPr − �s�2 + �s
2�

Hence, the temperature on and above the disk, in this case, is
governed by

� = � K

− 2�1�sPr − 2�1�
e−2�1� +

L

− 2�2�sPr − 2�2�
e−2�2�

+
− M2 sin �s� + N2 cos �s�

��s
2 + �s

2���sPr − �s�2 + �s
2�

e−�s�
/�hs �18�

At this stage the heat transfer can be computed from the heat
flux q in accordance with Fourier’s heat law

q = − k�� �T

�z
	�

z=0

= − k�Re

2
�Tw − T���� ��

��
	�

�=0

which results in a dimensionless and normalized �by a factor of
L�Re /2� Nusselt number Nu

Nu = − ��d�

d�
	�

�=0
= − PrEc�is = �is/�hs

The heat transfer rate Nu is presented in Table 2. It is clear that the
magnetic field acts in favor of increasing the heat transfer rate, as
compared with the case of the nonconducting fluid. Moreover, the
effect of injection is clearly to reduce the heat transfer rate.

4.2 Suction Case. For suction at the disk, the general solution
to the temperature in Eq. �14� is given by

� = − PrEce−sPr��� � K

− 2�1
e−2�1� +

L

− 2�2
e−2�2�

+
M1 sin �s� − N1 cos �s�

��s
2 + �s

2�
e−�s�
esPr�d� + C11e

sPr� + C12�
�19�

Integration of Eq. �19� is implemented under the following restric-
tions:

�i� sPr−2�1�0 and sPr−2�2�0. Solution to Eq. �19� in this

ndtl number Pr=1 for injection

RH=106 RH=107 RH=108

0.1005498 0.4356257 3.0777197
0.6010151 1.1078094 4.6603140
1.9575906 1.9439023 4.2513926
Pra

04

165
85
17
case is given in the form
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� = − PrEc� K

− 2�1�sPr − 2�1�
e−2�1�

+
L

− 2�2�sPr − 2�2�
e−2�2�

+
− M2 sin �s� + N2 cos �s�

��s
2 + �s

2���sPr − �s�2 + �s
2�

e−�s� + C11 + C12e
−sPr�


�20�
Due to the boundary conditions, the wall insulation

yields C11=0 and C12=−�is /sPr. If the heat transfer is
allowed, then the solution results is in the form of Eq.
�20�, but the constants are now given by C11=0 and C12
=−�hs−1 /PrEc.

�ii� sPr−2�1=0 and sPr−2�2�0. Solution to Eq. �19� in this
case is given in the form

� = − PrEc� K

− 2�1
�e−2�1� +

L

− 2�2�sPr − 2�2�
e−2�2�

+
− M2 sin �s� + N2 cos �s�

��s
2 + �s

2���sPr − �s�2 + �s
2�

e−�s� + C11 + C12e
−sPr�


�21�

where in the case of wall insulation C11=0 and C12=
−�1is /sPr with �1is=�is+ �sPrK� / �2�1�sPr−2�1��. How-
ever, for the heat transfer case, the solution is still Eq.
�21�, but now C11=0 and C12=−�1hs−1 /PrEc with �1hs
=�hs+K / �2�1�sPr−2�1��.

�iii� sPr−2�1�0 and sPr−2�2=0. Solution to Eq. �19� in this
case is given in the form

� = − PrEc� K

− 2�1�sPr − 2�1�
e−2�1� +

L

− 2�2
�e−2�2�

+
− M2 sin �s� + N2 cos �s�

��s
2 + �s

2���sPr − �s�2 + �s
2�

e−�s� + C11 + C12e
−sPr�


�22�

where in the case of wall insulation C11=0 and C12=
−�2is /sPr with �2is=�is+ �sPrL� / �2�2�sPr−2�2��. How-
ever, for the heat transfer case, the solution is still Eq.
�21�, but now C11=0 and C12=−�2hs−

1
PrEc with �2hs

=�hs+L / �2�2�sPr−2�2��.

For the suction case, the heat transfer takes place in accordance
ith the Nusselt number

Nu = − ��d�

d�
	�

�=0
= Pr�s − Ec�s�

ith �s=K /2�1+L /2�2+N1 /�s
2+�s

2. It is seen on Table 3 that the
verall effect of the suction is to increase the rate of heat transfer
s opposed to the effect of injection.

Finally, the thermal layer thickness defined by �t=�0
��d� can

Table 3 The variation in Nu at

Ec s RH=10 RH=102 R

4 2 7.0880797 7.0880899 7
5 15.124111 15.124118 15

4 2 �3.0880797 �3.0880899 �3
5 �5.1241115 �5.1241184 �5
lso be evaluated for the cases considered.
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5 Concluding Remarks
An exact solution of the motion of incompressible viscous mag-

netohydrodynamic fluid flow over a disk rotating about its axis of
rotation has been obtained. Solutions show that a boundary layer
develops near the surface of the disk. It has been found that the
effects are strongly manifested if the magnetic pressure number is
increased. Closed form expressions for the vorticity and induced
current density fields, the hydromagnetic shear stresses, the dis-
placement thicknesses, as well as the thermal layer thickness have
been evaluated.

The assumptions imposed on the velocity and pressure correlate
the temperature with the convection, the viscous dissipation, as
well as the Joule heating in the energy equation. Thus, the tem-
perature field has been analytically derived, giving rise to different
exponentially decaying temperature formulas. Additionally, heat
transfer expressions have been obtained using Fourier‘s heat law.

Nomenclature
� � angular velocity

r, �, and z � variables of cylindrical coordinates
p and T � pressure and temperature fields

u, v, and w � velocity fields
h1, h2, and h3 � induced magnetic field

�2 and � � Laplacian operator and viscous dissipation
�, �, and � � density, kinematic viscosity, and electrical

conductivity of the fluid
cp and k � specific heat at a constant pressure and co-

efficient of thermal conductivity
�H and �e � diffusion of magnetic field and magnetic

permeability
Re and Pr � Reynolds and Prandtl numbers

RH and R� � magnetic pressure and magnetic Reynolds
numbers

R2 and Ec � magnetic Prandtl number and Eckert
number

�� and �r � fluid dynamic thicknesses
�H1 and �H2 � magnetic field thicknesses

�r and �� � shear stresses on the wall
�h1 and �h2 � magnetic stresses on the wall

�r, ��, and �z � vorticity components
Jr, J�, and Jz � current density components

q and Nu � heat flux and Nusselt number
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Determination of Heat Transfer in
Ducts With Axial Conduction by
Variational Calculus
This study uses a methodology based on the calculus of variation to determine the heat
transfer in passages with two-dimensional velocity fields such as rectangular channels
and in the presence of axial conduction. The mathematical procedure is presented and the
subsequent numerical computations provide the Nusselt number values. To verify the
accuracy of this numerical procedure, the Nusselt number values are acquired for
parallel-plate channels and circular pipes and compared with similar data from the
Graetz-type exact analyses. Then, rectangular passages are selected to show the capa-
bility and a square duct is used to study the domain of accuracy for this procedure. The
results for small Peclet numbers lead to a simple correlation for determination of the bulk
temperature and they compare well with those obtained from an asymptotic solution.
�DOI: 10.1115/1.3122776�

Keywords: axial conduction, duct flow, thermal entrance, variational calculus, heat
transfer, convection
Introduction
As reported in the literature, it is possible to obtain the Graetz-

ype exact series solutions to compute the temperature field within
he laminar flow passing through parallel-plate and circular ducts.
owever, an alternative methodology is needed for computation
f the heat transfer in passages with two-dimensional velocity
elds. The inclusion of axial conduction contribution makes ac-
uisition of an analytical solution a more challenging task. Vari-
us studies are reported in the literature for determination of the
eat transfer to laminar flow through passages when the axial
onduction is negligible �1–5�. The available exact series solutions
re limited to Graetz-type analysis for passages wherein the ve-
ocity depends on a single variable. Numerically developed solu-
ions for different passages are also available in the literature
1–5�, using different numerical schemes. The Green’s function
olution technique is a powerful tool and it is presented for
arallel-plate ducts in Ref. �6� and for circular pipes in Ref. �7�
ith emphasis on porous media.
The axial conduction is expected to have a strong effect on the

eat transfer to flow through various passages near the entrance
egion, depending on the size of the Peclet number. Using sepa-
ation of variables, a mathematical procedure that includes the
ontribution of axial conduction is illustrated by Lahjomri and
ubarra �8�. Then, they extended their methodology in Ref. �9� to

tudy heat transfer in thermal entrance region with a step change
n wall temperature for laminar Hartmann flow. Other studies on
he effect of axial conduction in circular passages, away from the
hermal entrance locations, are in Refs. �10,11�. Also, different
eatures of axial conduction effect in microchannels are reported
n Refs. �12–14�. The axial conduction has a significant effect in
he fluid saturated porous passages with metallic foams and the
raetz-type solutions are in Ref. �15� for parallel-plate and circu-

ar ducts.
For fluid flow in a duct with a two-dimensional velocity field,

he solution is not separable and, therefore, the method of
eighted residuals becomes a desirable computational procedure.

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received October 29, 2008; final manuscript re-
eived December 23, 2008; published online June 26, 2009. Review conducted by

eter Vadasz.

ournal of Heat Transfer Copyright © 20
The variational calculus has been used in the past to study heat
transfer in fluid passages. Sparrow and Seigel �16� studied the
effect of constant wall heat flux on the Nusselt number under
thermally fully developed conditions. This minimization proce-
dure is often called the Galerkin method �17�. LeCroy and Eraslan
�18� studied the temperature development in the entrance region
of magnetohydrodynamic �MHD� channels. A similar procedure
was used in Ref. �19� to provide extensive heat transfer data in the
thermal entrance regions of triangular ducts. This study extends
the method of using variational calculus, as reported in Ref. �20�,
to include the effect of axial conduction. The minimization pro-
cess using the variational calculus is often called the weighted-
residual method �WRM�. This methodology leads to an analytical/
numerical procedure that becomes a powerful analysis tool to
study the effect of axial thermal conduction in a fluid passage
having a velocity field that depends on two variables. Further-
more, this methodology directly applies to flow in fluid saturated
porous passages, without any modification.

2 Mathematical Analysis Using Variational Calculus
Consideration is given to flow passing through channels with

constant cross section area, as shown in Fig. 1. The energy equa-
tion for hydrodynamically fully developed flow through two-
dimensional passages has the form

�

� ŷ
�k

�T

� ŷ
� +

�

� ẑ
�k

�T

� ẑ
� = Cu

�T

� x̂
−

�

� x̂
�k

�T

� x̂
� �1a�

where T is the fluid temperature, k is the fluid thermal conductiv-
ity, C stands for �cp, and u=u�ŷ , ẑ� is the local velocity. In sub-
sequent formulations, one needs to define a function � that lin-
early depends on temperature T and it satisfies homogeneous
boundary conditions of the first kind, the second kind, or the third
kind. This transforms Eq. �1a� to become

�

� ŷ
�k

��

� ŷ
� +

�

� ẑ
�k

��

� ẑ
� = Cu

��

� x̂
−

�

� x̂
�k

��

� x̂
� �1b�

It is customary to consider the following functional form for re-

duced temperature:
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� = ��y,z�e−�x �2�

nd after substitution for � while assuming k to be independent of
ˆ, Eq. �1� takes the form

�

� ŷ
�k

��

� ŷ
� +

�

� ẑ
�k

��

� ẑ
� + �Cu� + �2k� = 0 �3�

ext, the variational calculus procedure as described in Ref. �20�
s to be modified. The functional to be minimized now includes a
ew term containing �2 and it has the following form:

I =�
A
�k� ��

� ŷ
�2

+ k� ��

� ẑ
�2

− �Cu�2 − �2k�2 −
1

2
	 �

� ŷ
�k

��2

� ŷ
�

+
�

� ẑ
�k

��2

� ẑ
�
�dA �4�

here A stands for the cross section area. It is a common practice
o define a functional form for the eigenfunction � that is a linear
ombination of a set of linearly independent basis function, that is,

� = �
j=1

N

djf j�ŷ, ẑ� �5�

Following the substitution of this function � from Eq. �5� in
q. �4�, the minimization of functional I�d1 ,d2 , . . . ,dN�, as de-
cribed in Ref. �20�, requires having

�I

�di
= 0 for i = 1,2, . . . ,N �6�

hile di is one of the N coefficients in Eq. �5�. Using Eq. �6�, the
ifferentiation of the functional I, as given in Eq. �4�, with respect
o a specific coefficient di yields

�I

�di
= 2�

A

	k� ��

� ŷ
� � f i

� ŷ
+ k� ��

� ẑ
� � f i

� ẑ
− ��Cu + �2k��f i
dA

−�
A

	 �

� ŷ
�k

���f i�
� ŷ

� +
�

� ẑ
�k

���f i�
� ẑ

�
dA = 0

for i = 1,2, . . . ,N �7�

hat becomes

2�
A

	 �

� ŷ
�k

��

� ŷ
� +

�

� ẑ
�k

��

� ẑ
� + ��Cu + �2k��
 f idA

− 2�
A

� · �f i�k � ���dA +�
A

� · �k � ��f i��dA = 0

for i = 1,2, . . . ,N �8a�

Fig. 1 Schematic of a duct with temperature change at x̂=0
he last two terms in Eq. �8a� can be written as
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− 2�
A

� · �f i�k � ���dA +�
A

� · �k � ��f i��dA

= −�
A


� · �f i�k � ��� − � · ���k � f i���dA

= −�
�

k� f i

��

�n
− �

� f i

�n
�

�

d� �8b�

using the divergence theorem over the duct’s boundary �. Since
the right-hand side of Eq. �8b� vanishes for homogeneous bound-
ary conditions of the first, second, or third kind, the contribution
of second and third terms in Eq. �8a� would also vanish. Then,
after substituting � from Eq. �5� in Eq. �8a�, it reduces to

�
j=1

N

dj��
A

	 �

� ŷ
�k

� f j�ŷ, ẑ�
� ŷ

� +
�

� ẑ
�k

� f j�ŷ, ẑ�
� ẑ

�
 f idA

+ ��
A

Cuf jf idA + �2�
A

kf jf idA� = 0 for i = 1,2, . . . ,N .

�9�

In this generic formulation, the functions u, C, and k can depend
on ŷ and ẑ. This minimization procedure leading to Eq. �9� is a
weighted-residual method while the weighting function is f i.

The formulation of Eq. �9� is a modified form of the procedure
in Ref. �20� that is augmented by the inclusion of axial conduction
contribution. Additionally, major modifications are needed in or-
der to lead toward the computation of temperature field and the
heat flux. Accordingly, the basis functions f j, in Eq. �5�, are to be
selected depending on the type of the boundary conditions, e.g.,
first, second, or third kind �21�. In the matrix form, Eq. �9� be-
comes

�A + �B + �2C�d = 0 �10�

where the matrices A, B, and C have the elements

aij =� �
A

fi�ŷ, ẑ� � · �k � f j�ŷ, ẑ��dA �11a�

bij =� �
A

Cufi�ŷ, ẑ�f j�ŷ, ẑ�dA �11b�

and

cij =� �
A

kfi�ŷ, ẑ�f j�ŷ, ẑ�dA �11c�

The vector d in Eq. �10� stands for coefficients d1 ,d2 , . . . ,dN ap-
pearing in Eq. �5�. Although, in the formulation leading to Eq.
�10�, the thermal conductivity k and the capacitance C can depend
on ŷ and ẑ coordinates; however, in the subsequent numerical
computations, the coefficients k and C have constant values. A
preferred method, as discussed in Ref. �20�, is to use classical
Galerkin’s method for the determination of the velocity field, for
flow through a duct. Furthermore, the matrix C in Eq. �10� stands
for the contribution of axial conduction and its inclusion requires
a modified mathematical procedure for computation of the fluid
temperature.

3 Application to Thermal Entrance Problems
Having constant thermophysical properties, the dimensionless

form of the energy equation for flow through passages with con-

stant cross section, as shown in the Fig. 1, has the following form:
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here u=u�x ,y� is the hydrodynamically fully developed velocity
istribution and U is the average velocity. The function � is re-
ated to temperature and it should be selected to have homoge-
eous boundary conditions. The coordinates in Eq. �12� are di-
ensionless using a characteristic length Lc, which makes y
ŷ /Lc, z= ẑ /Lc, and x= �x̂ /Lc� /Pe where Pe=LcU /�. The solution

or � with homogeneous boundary condition and nonzero entrance
emperature is expressed as

� = �
m=1

N

Em�m�y,z�e−�mx �13�

fter substitution for � from Eq. �13� in Eq. �12�, the function
m�y ,z� must satisfy the partial differential equation

�2�m

�y2 +
�2�m

�z2 + � u

U
�m +

�m
2

Pe2��m = 0 �14�

nd, as in Eq. �5�, the eigenfunction �m�y ,z� represents a linear
ombination of a set of basis functions defined by the relation

�m�y,z� = �
j=1

N

dmjf j�y,z� �15�

n this application, the parameter �m is real but it can be positive
r negative. The method of selection of the basis functions f j�y ,z�
s in Ref. �21�. As stated earlier, the basis functions f j�y ,z� are to
e selected so that they satisfy the same type of homogeneous
oundary conditions as those for �, along the boundary of the
uct. This task can be accomplished once the geometry and
oundary conditions of a specific fluid passage are known. Next,
he eigenvalues �m in Eq. �14� and the eigenvector coefficients dmj
n Eq. �15� need to be computed. The computation using varia-
ional calculus begins by finding the elements of matrices, A, B,
nd, C. The modified forms of Eqs. �11a�–�11c� are the relations

aij =� �
A

fi�y,z��2f j�y,z�dA �16a�

bij =� �
A

� u

U
� f i�y,z�f j�y,z�dA �16b�

nd

cij =� �
A

1

Pe2 f i�y,z�f j�y,z�dA �16c�

herein the parameter A now represents the duct’s cross section
rea in dimensionless space. Then, the eigenvalues and eigenvec-
ors are obtainable from Eq. �10�. Next, Eq. �10� can be reduced to
classical eigenvalue problem �22� by introducing new vectors v

nd w so that w=�d=�v. This leads to an eigenvalue problem
hat can be rewritten as

	 0 I

A B

	 v

w

 − �	I 0

0 − C

	 v

w

 = 0 �17�

tandard computational procedures are available for determina-
ion of the eigenvalues �m and the related coefficients dmj, which
re the members of eigenvectors dm. Each eigenvector dm be-
omes a row of a matrix to be designated as D. This method has
n advantage as it provides the eigenvalues without a need for an
terative procedure. However, it would double the size of the ma-

rices in Eq. �17� in comparison to those in Eq. �10�.
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According to Eq. �17�, there are two sets of eigenvalues, a
positive set and a negative set. Therefore, there are two tempera-
ture solutions: one is for the negative eigenvalues �m when x
�0,

�1 = �
m=1

N

Fm�m�y,z�e��m�x �18a�

and the other is for the positive eigenvalues �m when x�0,

�2 = �
m=1

N

Em�m�y,z�e−�mx �18b�

The next step is to develop a procedure to find En and Fn using the
orthogonality condition.

3.1 Orthogonality Condition. It is possible to show that the
�m�y ,z� functions are orthogonal by writing Eq. �14� as

�2�n

�y2 +
�2�n

�z2 + � u

U
�n +

�n
2

Pe2��n = 0 �19�

After multiplying Eq. �14� by �n�y ,z� and Eq. �19� by �m�y ,z�,
subtracting resulting relations, and then integrating it over the
cross section area A, it produces the relation

��m − �n��
A

u

U
�m�ndA + ��m

2 − �n
2��

A

1

Pe2�m�ndA

=�
A

�m � · ���n�dA −�
A

�n � · ���m�dA

=�
�

��m

��n

�n
− �n

��m

�n
�

�

d� �20�

where � stands for the boundary of the duct as depicted in Fig. 1.
Since the boundary conditions are homogeneous, the right hand
side of Eq. �20� vanishes at the boundary of the duct. Then, Eq.
�20� reduces to take the form

��m − �n��
A

� u

U
+

�m + �n

Pe2 ��m�ndA = 0 �21�

This equation is the orthogonality condition since the integral in
this equation must vanish when �n��m.

3.2 Solution for Boundary Condition of the First Kind. In
this section, consideration is given to the case in which the wall
temperature is equal to Ti when x�0 and it is equal to Tw when
x�0. It is appropriate to identify �1=T−Ti and designate the
negative eigenvalues as 	m=−�m when x�0, then

�1 = �
m=1

N

Fm
m�y,z�e	mx with 	m � 0 �22a�

Also, using �2=T−Tw when x�0 yields the relation

�2 = �
m=1

N

Em�m�y,z�e−�mx with �m � 0 �22b�

The first compatibility condition for temperature at x=0 suggests

��1 − �2�x=0 = �T�y,z;0�� − Ti − ��T�y,z;0� − Tw�� = − �Ti − Tw�
�23a�

and the next compatibility condition for heat flux is

���1/�x�x−=0 = ���2/�x�x+=0 �23b�

The substitution of functions �1 and �2 from Eqs. �22a� and �22b�

into Eq. �23a� leads to the relation
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�
m=1

N

Fm
m�y,z� = − �Ti − Tw� + �
m=1

N

Em�m�y,z� �24a�

nd their substitution into Eq. �23b� leads to the relation

− �
m=1

N

Fm	m
m�y,z� = − �
m=1

N

Em�m�m�y,z� �24b�

or determination of the coefficients Em and Fm. After multiplying
oth sides of Eq. �24a� by u /U+�n /Pe2 and both sides of Eq.
22b� by −1 /Pe2 and then adding the resulting relations, it pro-
uces the equation

�
m=1

N

Fm
m�y,z�� u

U
+

�n + 	m

Pe2 � = − �Ti − Tw�� u

U
+

�n

Pe2�
+ �

m=1

N

Em�m�y,z�� u

U
+

�m + �n

Pe2 �
�25�

hen, one can multiply both sides of Eq. �25� by �ndA and inte-
rate the resulting relation over the cross section area to get

�
m=1

N

Fm�
A

� u

U
+

�n + 	m

Pe2 �
m�y,z��n�y,z�dA

= −�
A

�Ti − Tw�� u

U
+

�n

Pe2��n�y,z�dA

+ �
m=1

N

Em�
A

� u

U
+

�m + �n

Pe2 ��m�y,z��n�y,z�dA �26�

ccording to the orthogonality condition, the left hand side of Eq.
26� would vanish since �n�	m. Also, the summation on the right
and side has a zero value when m�n. Therefore, using this
rthogonality condition, Eq. �26� provides the coefficient En as

Em =

�
A

�Ti − Tw�� u

U
+

�m

Pe2��m�y,z�dA

�
A

� u

U
+

2�m

Pe2 ��m
2 �y,z�dA

�27�

or insertion in Eq. �22b�, when x�0. A similar procedure pro-
ides Fn for insertion in Eq. �22a�. Accordingly, by multiplying
q. �24a� by u /U+	n /Pe2 and Eq. �24b� by −1 /Pe2 and then
dding the resulting relations will produce the following equation:

�
m=1

N

Fm
m�y,z�� u

U
+

	n + 	m

Pe2 � = − �Ti − Tw�� u

U
+

	n

Pe2�
+ �

m=1

N

Em�m�y,z�� u

U
+

	n + �m

Pe2 �
�28�

ultiplying both sides of Eq. �28� by 
ndA and then integrating it

ver cross section area A yields
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�
m=1

N

Fm�
A

� u

U
+

	n + 	m

Pe2 �
m�y,z�
n�y,z�dA

= −�
A

�Ti − Tw�� u

U
+

	n

Pe2�
n�y,z�dA

+ �
m=1

N

Em�
A

� u

U
+

	n + �m

Pe2 ��m�y,z�
n�y,z�dA �29�

Using the orthogonality condition, the second term on the right
hand side of Eq. �29� vanishes since �m�	n while the left hand
side is equal to zero when m�n. Therefore, the final result from
this orthogonality condition is the coefficient

Fm = −

�
A

�Ti − Tw�� u

U
+

	m

Pe2�
m�y,z�dA

�
A

� u

U
+

2	m

Pe2 �
m
2 �y,z�dA

�30�

for insertion in Eq. �22a�, to be used for determining �1 when x
�0.

4 Verification of this Solution Method
For the purpose of verification and as a test of its accuracy, this

methodology is applied to parallel-plate channels and to circular
ducts. The polynomial type basis functions f j�y� with zero values
at the boundary �20,21� are arbitrarily selected. These functions
must contain the members of a complete set and they should be
linearly independent. For laminar flow between two parallel plates
with walls located at y= �1, the selected basis functions are

f j�y� = �1 − y2�y2�j−1� with j = 1,2, . . . ,N �31a�

Similarly, for laminar flow in a circular pipe with radius r and
with wall located at r=1, the basis functions are

f j�r� = �1 − r2�r2�j−1� with j = 1,2, . . . ,N �31b�

The terms y2�j−1� in Eq. �31a� and r2�j−1� in Eq. �31b� are the
members of a polynomial of degree 2M with M =N−1. Then, for
each of these two sets of basis functions, Eqs. �16a�–�16c� would
provide the members of the matrices A, B, and C in which dA
=1�dy for parallel-plate channels and dA=2
r�dr for circular
pipes. Then, the eigenvalues and eigenvectors are obtainable from
Eq. �17�. Following the determination of the eigenvalues and
eigenvectors, the temperature solution for parallel-plate channels,
when x�0, is

�2 = �
m=1

N

Em�m�y�e−�mx �32a�

with

�m�y� = �
j=1

N

dmj�1 − y2�y2�j−1� �32b�

and Eq. �27� for the computation of Em coefficients reduces to

Em =

�
0

1

�Ti − Tw�� u

U
+

�m

Pe2��m�y�dy

�
0

1 � u

U
+

2�m

Pe2 ��m
2 �y�dy

�32c�

Note that the selection of the basis functions as polynomial types
greatly simplifies symbolic computation of the elements of matri-
ces and the coefficient Em. For heat transfer in circular ducts,
similar relations are attainable by changing y to r and dy to rdr in

Eqs. �32a�–�32c�.
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To demonstrate the behavior of WRM, it is appropriate to com-
ute the wall heat flux. The classical definition of NuD=hDh /k is
elected from the definition h=qw / �Tw−Tb� to get

NuD =
qwDh

k�Tw − Tb�
�33a�

he parameter qw=−k��T /�n�wall in Eq. �33a� represents the wall
eat flux while n stands for distance along the vector n direction
ormal to the wall. Furthermore, the bulk or mean temperature Tb
s defined as

Tb =�
A

� u

U
�TdA �33b�

sing MATHEMATICA �23� as a computational tool, the tempera-
ures and, subsequently, the corresponding Nusselt numbers NuD
hDh /k are computed when Pe=1 and the results are plotted in
ig. 2 as a function of x= �x̂ /Lc� /Pe. For parallel-plate channels
ith walls being located 2a apart, the characteristic length is Lc
a while the hydraulic diameter is Dh=4a. Also, the process is

epeated for flow in circular pipes with Pe=1 and the acquired
uD values, plotted in Fig. 2, behave similar to those for parallel-
late ducts. For circular pipes with radius r�, the characteristic
ength is Lc=r� and the hydraulic diameter is Dh=2r�. The data
sing WRM in Fig. 2 are computed using 75 eigenvalues. The
lotted Nusselt numbers values show a near linear behavior as x
ecomes very small. For comparison, the exact Graetz-type series
olutions, as described in Ref. �8�, provided the dash lines with
ircular symbols, also plotted in Fig. 2. Furthermore, for compari-
on, numerical data from the Graetz-type series solution were ac-
uired with 77 eigenvalues. At large values of x, the data from the
eighted-residual method behave similar to those from the
raetz-type series solution. For both passages, the data in Fig. 2

ndicate that the exact series solution and WRM agree when x
�x̂ /Lc� /Pe�0.02 and this agreement significantly improves as

he value of x increases. However, as x decreases, the Graetz-type
xact series solutions begin to depart from the expected values
ecause of a need for a larger number of eigenvalues. These data
how that the solutions based on the variational calculus have
ccuracies comparable to those from exact series solution at larger
alues of x and better accuracies at smaller values of x, using the
ame number of eigenvalues. This is expected since the use of
ariational calculus minimizes the deviations over the entire do-
ain.
In addition to this verification, one can demonstrate the

ig. 2 A comparison of the WRM solutions with the Graetz-
ype solutions for parallel-plate and circular ducts
symptotic behavior of the effect of axial conduction near the

ournal of Heat Transfer
thermal entrance location. For this reason, an alternative definition
of the Nusselt number is selected. When x�0, this alternative
definition is Nu0=h0Lc /k that uses the heat transfer coefficient
from the relation h0=qw / �Tw−Ti� to get

Nu0 =
qwLc

k�Tw − Ti�
�34�

where the quantity on the right hand side represents the dimen-
sionless wall heat flux. Table 1 shows a sample of data for
parallel-plate ducts. For WRM, the size of matrices in Eq. �10� is
N=125; therefore, the size of two matrices in Eq. �17� is 250
�250. Then, Eq. �17� would provide combined 125 positive and
125 negative eigenvalues, to be separated and used in solutions
for �1 and �2. The entries in Table 1 for the extended Graetz-type
series solution are acquired using 800 eigenvalues for the compu-
tation of h0a /k and the dimensionless bulk temperature �b= �Tb

−Tw� / �Ti−Tw� at different values of x̂ /a. Also, this table contains
samples of data for Pe=2, 5, and 10 in addition to those for Pe
=1. The aforementioned process is repeated for the calculation of
heat transfer in circular ducts. Samples of h0r� /k and �b values are
acquired at different values of x̂ /ro and Table 2 contains the ac-
quired data for Pe=1, 2, 5, and 10. As in the previous case, there
is an excellent agreement between �b values computed by WRM
and the extended Graetz-type solution. As expected, these two
solution methods provide excellent agreement in h0a /k and h0ro /k
values at larger values of x̂ /a and x̂ /ro, respectively. However, as
the axial coordinates x̂ /a and x̂ /ro become very small, the data
show small differences beginning at x̂ /a= x̂ /ro=0.004. Also, the
tabulated data for each Pe value in Tables 1 and 2 show that the
WRM solutions approach to similar limiting values as x̂ /a and
x̂ /ro reduce toward zero.

The WRM data for flow through parallel-plate ducts in Fig. 3
are for Pe=1, 2, 5, and 10. The graph shows that the lines con-
verge to a single limiting dash line at very small x�. Figure 4 shows
a similar behavior for heat transfer to a fluid flowing in circular
ducts. In fact, in accordance to the entries in Tables 1 and 2, their
limiting values are nearly the same. It is noted in Ref. �24� that
conduction dominates when x̂ becomes very small. Also, it is
shown in Ref �24� �Fig. 3� that for slug flow over an infinite flat
plate, h0x̂ /k approaches 1 /
 as x� goes toward zero. This indicates
that the h0x̂ /k values for slug flow over a partially heated infinite
plate asymptotically approach h0x̂ /k=1 /
, the solution for no
flow condition. As shown in Figs. 3 and 4, this situation exists for
each Peclet number and the dash lines show their limiting heat
transfer behaviors. Indeed, the data clearly show a near linear
behavior in log-log plot and the results from the weighted-residual
method perform well. This satisfactory verification suggests that
the weighted-residual method can provide acceptable results for
determination of the effect of axial conduction in a fluid passing
through a duct when the velocity field is two dimensional.

5 Application to Rectangular Passages
This methodology is tested for a square passage having con-

stant wall temperature. Consideration is given to flow in a 2a
�2b rectangular channel wherein �=0 when ŷ= �a and ẑ= �b
with symmetry conditions about ŷ=0 and ẑ=0 planes. The com-
putational procedure begins after the selection of a set of basis
functions that will satisfy the homogeneous boundary conditions
of the first kind. As before, a set of polynomial-based basis func-
tions is preferred mainly for convenience of symbolic integra-
tions. Accordingly, the following set of the basis functions:

f j�y,z� = �1 − y2��b̄2 − z2�y2mjz2nj for j = 1,2, . . . ,N

�35a�

are selected, using all combinations of mj=0,1 ,2 , . . . and nj
2mj 2nj
=0,1 ,2 , . . .. As before the terms y z are members of a poly-
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omial with a degree 2M in two dimensions space and each pair
f �mj ,nj� should satisfy the condition that �mj+nj��M. The in-
ex j in each basis function f j�y ,z� is related to �mj ,nj� pair in this
asis function; it is obtainable from an arithmetic progression re-
ation that produces

j = 1 + nj + �
i=0

mj+nj

i = 1 + nj +
1

2
�mj + nj��mj + nj + 1� �35b�

lso, the number of terms N is deterministic from Eq. �35b� by
etting mj=0 and nj=M to get N=1+M�M +3� /2. In these basis
unctions, the characteristic length is selected as Lc=a; this makes

= ŷ /a, z= ẑ /a, and b̄=b /a.
As discussed earlier, the next task is the determination of the
embers of matrices A, B, and C using the Eqs. �16a�–�16c�.
nce this task is completed, Eq. �17� would provide the eigenval-
es and the members of the corresponding eigenvector. This task
ecomes more demanding than that described earlier for passages
ith one-dimensional velocity fields. Also, the excellent accura-

ies observed for parallel-plate ducts and circular ducts cannot be
ealized with ease at small values of x. In the previous passages,
hen N=125, it required determination of eigenvalues and eigen-
ectors from Eq. �17� wherein each of the two matrices have
50�250 elements. To get a comparable accuracy for a rectangu-
ar duct, polynomials of the same degree should be used. This
equires having M =N−1=124 and then each of the matrices A,
, and C will need 7875�7875 elements while the two matrices

Table 1 A comparison of heat transfer coef
Graetz-type solutions in parallel-plate ducts

Pe x̂ /a

WRM

h0a /k

0.001 318.48
1 0.004 80.016

0.01 32.267
0.04 8.3817
0.1 3.5844
0.4 1.0967
1 0.4617
4 0.01924

2 0.001 318.82
0.004 80.355
0.01 32.605
0.04 8.7153
0.1 3.9103
0.4 1.3967
1 0.7216
4 0.07664

5 0.001 319.43
0.004 80.960
0.01 33.207
0.04 9.3037
0.1 4.4773
0.4 1.9106
1 1.2183
4 0.3936

10 0.001 320.05
0.004 81.576
0.01 33.817
0.04 9.8891
0.1 5.0235
0.4 2.3525
1 1.5982
4 0.8072
n Eq. �17� will become 15,750�15,750, extremely large in size.
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Therefore, the asymptotic solution mentioned earlier becomes a
valuable tool, as it reduces the needed size of these matrices while
accuracy remains reasonable. To illustrate this feature, data are

acquired for a case when b̄=b /a=1 and plotted in Fig. 5. The
discrete circular symbols in Fig. 5 show the computed h0a /k val-
ues by WRM as a function of x̂ /a when M =13 while each of the
matrices A, B, or C is having 105�105 elements. The plus sym-
bols in Fig. 5 are for M =14 while each of the matrices is having
120�120 elements. This increase in the matrix size shows a small
improvement in the plotted results. As before, the software MATH-

EMATICA �23� performed the symbolic and subsequent numerical
computations. Occasionally, there was a repeated eigenvalue and
it was recognized by this software.

As can be seen from discrete symbols in Fig. 5, the computed
values begin to deviate from the expected solution. They depart
from their expected path; increasing as x̂ /a decreases to below
0.02 and then they decrease rapidly as x̂ /a further decreases.
Therefore, it becomes important to identify an asymptotic solution
for h0a /k values when x̂ /a becomes very small. To accomplish
this task, the solid line and the dash line in Fig. 5 are taken from
Ref. �24�. The solid line is for slug flow over a infinite flat plate
with an abrupt temperature change at x̂=0 using the relation

h0a

k
=

Pe

2

exp��x̂/a�Pe/2�
K0��x̂/a�Pe/2� + K1��x̂/a�Pe/2�� �36a�

where K0 and K1 are the modified Bessel functions. The dash line

ent and bulk temperature by WRM with the

Graetz-type

�b h0a /k �b

.6692 292.95 0.6692

.6669 80.012 0.6669

.6624 32.267 0.6624

.6403 8.3816 0.6403

.5987 3.5844 0.5987

.4324 1.0967 0.4324

.2293 0.4617 0.2293

.00988 0.01924 0.00988

.7841 293.28 0.7841

.7821 80.351 0.7821

.7781 32.605 0.7781

.7587 8.7153 0.7587

.7222 3.9103 0.7222

.5711 1.3967 0.5711

.3646 0.7216 0.3646

.0400 0.07664 0.0400

.9106 293.85 0.9106

.9093 80.956 0.9093

.9065 33.207 0.9065

.8933 9.3037 0.8933

.8685 4.4773 0.8685

.7653 1.9106 0.7653

.6101 1.2183 0.6101

.2080 0.3936 0.2080

.9564 294.40 0.9603

.9554 81.572 0.9555

.9535 33.817 0.9535

.9442 9.8892 0.9442

.9270 5.0235 0.9270

.8576 2.3525 0.8576

.7536 1.5982 0.7536

.4274 0.8072 0.4274
fici

0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0

0
0
0
0
0
0
0
0

in Fig. 5 is for no flow over this infinite flat plate,
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1


x̂/a
�36b�

he solid line approaches the dash line for pure conduction and
he computed data by WRM show a similar behavior. These com-
uted h0a /k values by WRM exhibit good accuracies when x̂ /a

Table 2 A comparison of heat transfer coef
Graetz-type solutions in circular ducts

Pe x̂ /r0

WRM

h0r� /k

0.001 318.17
1 0.004 79.689

0.01 31.939
0.04 8.0502
0.1 3.2496
0.4 0.7710
1 0.2085
4 0.00107

2 0.001 318.49
0.004 80.003
0.01 32.251
0.04 8.3544
0.1 3.5392
0.4 1.0050
1 0.3594
4 0.00701

5 0.001 319.15
0.004 80.664
0.01 32.908
0.04 8.3544
0.1 4.1450
0.4 1.5175
1 0.7749
4 0.0958

10 0.001 319.87
0.004 81.380
0.01 33.617
0.04 9.6694
0.1 4.7734
0.4 2.0211
1 1.1961
4 0.3532

ig. 3 Computed values of h0a /k in parallel-plate ducts as a
ˆ
unction of x /a by WRM for different Pe numbers

ournal of Heat Transfer
�0.02. The dash line in Fig. 5 can provide reasonably accurate
asymptotic values when x̂ /a�0.02. The remaining procedure is
similar to that presented for parallel-plate ducts.

A knowledge of bulk temperature is a valuable issue in heat
exchanger design application. Only a few eigenvalues are needed
to obtain sufficiently accurate �b= �Tb−Tw� / �Ti−Tw� values. This

ent and bulk temperature by WRM with the

Graetz-type

�b h0r� /k �b

6234 292.95 0.6234
6197 79.685 0.6197
6123 31.939 0.6123
5771 8.0502 0.5771
5140 3.2496 0.5140
2959 0.7710 0.2959
1025 0.2085 0.1025
000546 0.00107 0.000546

7203 292.94 0.7203
7169 79.999 0.7169
7100 32.251 0.7100
6774 8.3544 0.6774
6183 3.5392 0.6183
4044 1.0050 0.4044
1822 0.3594 0.1822
00369 0.00701 0.00369

8588 293.55 0.8588
8561 80.661 0.8561
8508 32.908 0.8508
8257 8.9920 0.8257
7802 4.1450 0.7802
6092 1.5175 0.6092
3953 0.7749 0.3953
0519 0.0958 0.0519

9246 294.19 0.9246
9226 81.377 0.9226
9186 33.617 0.9186
8998 9.6694 0.8998
8662 4.7734 0.8662
7406 2.0211 0.7406
5749 1.1961 0.5749
1924 0.3532 0.1924

Fig. 4 Computed values of h0ro /k in circular ducts as a func-
ˆ

fici
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0.
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0.
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0.
0.

0.
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tion of x /r� by WRM for different Pe numbers
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ask is accomplished and the solid lines representing the acquired

b�x� values are plotted as a function of �x̂� /a in Fig. 6�a� when
�0 and in Fig. 6�b� when x�0, for Pe=1, 2, 5, and 10. More-
ver, the series solution converges well for determination of �b�0�.
hen x�0, the asymptotic values of �b at small �x� are obtained

rom the equation

�b,S��x�� = 1 − �1 − �b�0��exp��1x� �37a�

nd they are plotted as dash lines with circular symbols in Fig.
�a� as a function of �x̂� /a. They behave well for all Pe values and
xtremely well for Pe=1 and 10. It is also possible to empirically
efine a simple correlation to predict the bulk temperature, that is,

�b��x�� = 	 ��x̂�/Lc�D1
− + 0.36�b�0�

D1
− + 0.36


exp��1x� �37b�

lotted with � symbols in Fig. 6�a�. When x�0, the asymptotic
alues of �b are obtained from the equation

�b,S�x� = �b�0�exp�− �1x� �38a�

t small x values and from the equation

�b,L�x� = D1
+�0�exp�− �1x� �38b�

t large x values and they are plotted versus x̂ /a as dash lines in
ig. 6�b�. These are useful properties because combining these

wo limiting solutions again can lead to a simple correlation for
he estimation of the often-needed bulk temperature. Then, the �
ymbols represent empirically predicted bulk temperature using a
odified form of Eq. �37b�, that is,

�b�x� = 	 �x̂/Lc�D1
+ + 0.36�b�0�

D1
+ + 0.36


exp�− �1x� �38c�

he parameters D1
−, D1

+, and �b�0� are in Table 3 for a range of Pe
alues. The � symbols in Fig. 6�b� are the data acquired from Eq.
38c� and they show reasonably good accuracies with an error of
ess than 1%, except at isolated spots within the midrange where
he error moderately increases but remains below 2.5%. There-
ore, the bulk temperature in heat exchanger design application
ecomes deterministic from a simple relation. Furthermore, it is
mportant to note, from data in Figs. 6�a� and 6�b�, that the varia-
ion of �b with x̂ /a is very small in the neighborhood of x̂=0
ocation.

Using the same set of Peclet numbers as those in Figs. 6�a� and
�b�, the computed values of h0a /k for a square duct are plotted as

ˆ

ig. 5 Asymptotic behavior of the Nusselt number h0a /k as a
unction of x̂ /a and its comparison to slug flow over an infinite
at plate
function of �x� /a in Fig. 7�a� when x�0 and in Fig. 7�b� when
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x�0, using M =14. The convergence for determination of the
Nusselt number becomes more demanding than that for determi-
nation of the bulk temperature. The computed Nusselt numbers
were accurate to better than five significant figures when x is
relatively large. The error begins to increase as the axial coordi-
nate moves toward zero. The data in Figs. 7�a� and 7�b� show
asymptotic behaviors for small �x�, similar to those plotted in Figs.
3 and 4 for parallel-plate ducts and circular ducts. However, the
discrete data in Fig. 7�b� show that the error is graphically detect-
able as x̂ /a decreases to below 0.02. Also, the data show that as
x̂ /a reduces to below 0.02 there is a small increase to be followed
by a rapid decrease in h0a /k for each Pe parameter. This phenom-
enon is not detectable in Fig. 3 or Fig. 4 where N=125 corre-
sponds to M =124, which is much larger than M =14 used here.
Therefore, the data behaviors in Fig. 7�b� suggest a need for the
development of a methodology to improve the computed heat
transfer near the entrance location.

Using the asymptotic behavior of the heat transfer results, one
can get a reasonably accurate solution without having a large
number of eigenvalues. As suggested by the data appearing in Fig.
7�b�, the accurately computed Nusselt number values are for
x̂ /a�� and their accuracies begin to improve as their x̂ /a values
increase to above the x̂ /a=� for ��0.02. When x̂ /a�0.02, the
values of NuD are obtainable from an empirically augmented form

Fig. 6 Computed values of the bulk temperature �b in square
ducts as a function of x̂ /a by WRM for different Pe numbers: „a…
when x<0 and „b… when x>0
of Eq. �36b�, that is,
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learly the value of � depends on the value of Nu0��� selected at
predetermined value of x̂ /a=�. The parameter � can be esti-

Table 3 Selected parameters

x

Pe �1 E1
−

1 3.172 0.7213
2 8.589 0.7478
3 16.27 0.9124
5 36.39 1.378
7 60.37 1.638
10 101.4 1.728

x
Pe �1 E1

+

1 1.545 0.9373
2 2.232 1.035
3 2.547 1.094
5 2.791 1.149
7 2.877 1.171
10 2.926 1.184

ig. 7 Computed values of h0a /k in rectangular ducts as a
unction of x̂ /a by WRM for different Pe numbers: „a… when x

0 and „b… when x>0

ournal of Heat Transfer
mated using the difference between the computed Nusselt number
Nu0��� and the asymptotic Nusselt numbers Nu0,S=1 / �
x̂ /a�
from Eq. �36b�, to be designated as �=Nu0���−Nu0,S���. Then, a
simple algebra yields the estimated value of � as �=
� / �1
+�
��.

Next, it is interesting to show the domain wherein the effect of
axial conduction should not be ignored. Therefore, a comparison
of heat transfer values with and without the effect of axial con-
duction is of interest. To accomplish this task, data are acquired
and plotted in Fig. 8 for Pe=1, 2, 5, and 10. The abscissa of this
figure is x= �x̂ /a� /Pe and the ordinate is the classical Nusselt
number NuD=hDh /k wherein h�x�=h0�x� /�b�x�. The solid lines in
Fig. 8 represent the Nusselt number using calculus of variations
with M =14 and plotted for x̂ /a�� with �=0.02 as suggested by
the data appearing in Fig. 7�b�. The dash lines plotted in Fig. 8 are
for Pe=1, 2, 5, and 10 representing NuD=Nu0�Dh /a� /�b using the
values of Nu0 as given by Eq. �39�, with x̂ /a being replaced by
x Pe, and the estimated value of bulk temperature comes from Eq.
�38c�. This asymptotic solution is valid as x goes toward zero and
it is not valid when the continuum condition begins to fail. A
detailed discussion of this issue is in Ref. �24�.

Neglecting the effect of axial conduction, the NuD values as a
function of x are available in the literature. For comparison, the
values of NuD and its asymptotic values from Refs. �25,26� are

laminar flow in square ducts

D1
− NuD��� �b�0�

0.3630 0.0 0.638
0.2921 0.0 0.738
0.2530 0.0 0.803
0.1872 0.0 0.870
0.1285 0.0 0.904
0.0765 0.0 0.930

D1
+ NuD��� �b�0�

0.5888 3.184 0.638
0.6714 3.083 0.738
0.7205 3.038 0.803
0.7654 3.004 0.870
0.7827 2.992 0.904
0.7932 2.985 0.930

Fig. 8 Nusselt number NuD for a square duct as a function of
ˆ

for

�0

�0
axial coordinate „x /a… /Pe for different Pe numbers
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lso plotted in Fig. 8. It is to be noted that at small x, the NuD
alues with axial conduction are significantly larger than the cor-
esponding values in the absence of axial conduction, depending
n the size of the Peclet number. The data at very large x values
how that the contribution of axial conduction reduces but re-
ains significant when Pe is small.

Conclusion
It is shown that the WRM based on variational calculus is a

aluable tool for determination of wall heat flux in passages with
wo-dimensional velocity fields, e.g., rectangular ducts. This
ethodology is a useful tool for the study of heat transfer in other

ngineering applications wherein the axial conduction should not
e ignored in the fluid passages. For example, it can be used for
etermination of heat transfer in porous ducts filled with metallic
oams, in electronic cooling applications.

The acquired information in Fig. 7�b� shows that, at small val-
es of x̂, there is a relatively small dependency on the size of
elocity presented as the Peclet number. Also, as can be seen from
ig. 8, the axial conduction has a significant contribution and a

arge error can be realized if it is ignored. In general, when the
eated section is small, a relatively large error is expected if the
xial thermal conduction is neglected.

omenclature
a ,b � half of the spacing between parallel plates, m
aij � elements of matrix A
A � cross section area, m2

A � matrix of coefficients aij

b̄ � b /a
cij � elements of matrix C
cp � specific heat, J /kg K
C � capacitance �cp, J /m3 K
C � matrix of coefficients cij

dmj � coefficient in matrix D
D1 � first coefficient for �b�x�
Dh � hydraulic diameter, 4A /�, m
D � matrix with coefficients dmj
E1 � first coefficient for Nu�x�=h0Lc /k

Em ,Fm � constants
h � heat transfer coefficient qw / �Tw−Tb�, W /m2 K

h0 � heat transfer coefficient qw / �Tw−Ti�, W /m2 K
i , j � indices
f j � basis functions in weighted-residual method
k � thermal conductivity, W /m K

Lc � characteristic length, m
M � polynomial degree
N � number of terms in series

m ,n � indices
Nu0 � h0Lc /k, see Eq. �13�
NuD � hDh /k

Pe � Peclet number, UL /�
Pr � Prandtl number �cp /k
qw � wall heat flux, W /m2

r � r̂ /ro
r̂ � radial coordinate, m

r� � pipe radius, m
T � temperature, K

Tb � bulk or mean temperature, K
Ti � wall temperature when x�0, K

Tw � wall temperature when x�0, K
u � velocity, m/s
U � average velocity, m/s
x̂ � axial coordinate, m
x � �x̂ /Lc� /Pe

y ,z ˆ ˆ
� y /a and z /a

91702-10 / Vol. 131, SEPTEMBER 2009
ŷ , ẑ � coordinates, m

Greek Symbols
� � thermal diffusivity, m2 /s

	m � eigenvalues
� � boundary of the duct, m
� � difference, Nu0���−1 / �
x̂ /a�
� � a small constant
� � dimensionless temperature

�m � eigenvalues
� � viscosity coefficient, N s /m2

� � density, kg /m3


m, �m � special functions

Subscripts
L � large
S � small
w � wall

Superscripts
� � when x̂�0
+ � when x̂�0
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Numerical Study of Flow and Heat
Transfer Enhancement by Using
Delta Winglets in a Triangular
Wavy Fin-and-Tube Heat
Exchanger
In this paper, three-dimensional numerical simulations with renormalization-group
(RNG) k-� model are performed for the air-side heat transfer and fluid flow character-
istics of wavy fin-and-tube heat exchanger with delta winglet vortex generators. The
Reynolds number based on the tube outside diameter varies from 500 to 5000. The effects
of different geometrical parameters with varying attack angle of delta winglet (�
�30 deg, ��45 deg, and ��60 deg), tube row number (2–4), and wavy angle of the
fin ���0–20 deg� are examined. The numerical results show that each delta winglet
generates a downstream main vortex and a corner vortex. The longitudinal vortices are
disrupted by the downstream wavy trough and only propagate a short distance along the
main flow direction but the vortices greatly enhance the heat transfer in the wake region
behind the tube. Nusselt number and friction factor both increase with the increase in the
attack angle �, and the case of ��30 deg has the maximum value of j / f . The effects of
the tube row number on Nusselt number and friction factor are very small, and the heat
transfer and fluid flow become fully developed very quickly. The case of ��5 deg has the
minimum value of Nusselt number, while friction factor always increases with the in-
crease in wavy angle. The application of delta winglet enhances the heat transfer per-
formance of the wavy fin-and-tube heat exchanger with modest pressure drop penalty.
�DOI: 10.1115/1.3139106�

Keywords: vortex generator, wavy fin-and-tube heat exchanger, enhanced heat transfer
Introduction
Fin-and-tube heat exchangers are widely used in many fields

uch as air-conditioning, refrigeration, automobile, process indus-
ry, etc. The dominant thermal resistance of fin-and-tube heat ex-
hanger is usually on the air side, which may account for 85% or
ore of the total thermal resistance. The use of enhanced fin sur-

ace is the most effective way to improve the overall performance
f the fin-and-tube heat exchanger to meet the demand of high
fficiency and low cost. In recent years, as an air-side heat transfer
nhancement strategy, longitudinal vortex generators �LVGs�
idely applied in various heat exchangers to increase the heat

ransfer coefficient with only a small increase in pressure drop
enalty were studied in many literatures. Wang et al. �1� utilized a
ye-injection technique to visualize the flow structure for enlarged
lain fin-and-tube heat exchanger with annular and delta winglet
ortex generators. Tiwari et al. �2� made a numerical study of
aminar flow and heat transfer in a channel with built-in oval tube
nd delta winglets. The different attack angles and the axial loca-
ions of the winglets were considered. The results indicated that
ortex generators in conjunction with the oval tube definitely en-
anced heat transfer of fin-tube heat exchangers. O’Brien et al. �3�
resented an experimental study of forced convection heat transfer
n a narrow rectangular duct fitted with an oval tube and one or
wo delta-winglet pairs. Mean heat transfer results indicated that

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received April 22, 2008; final manuscript re-
eived April 15, 2009; published online June 22, 2009. Review conducted by S. A.

herif.

ournal of Heat Transfer Copyright © 20
the addition of the single winglet pair to the oval-tube geometry
yielded significant heat transfer enhancement, averaging 38%
higher than the oval-tube and no-winglet case, and the corre-
sponding increase in friction factor was limited to less than 10%.
Biswas et al. �4� presented a numerical investigation of the flow
structure and heat transfer enhancement in a channel with a
built-in circular tube and a pair of delta winglets. The results
showed that the longitudinal vortices generated by the winglets
placed in the wake region behind the tube enhanced the local heat
transfer by 240%. Leu et al. �5� carried out numerical and experi-
mental analyses to study the effects of different attack angles ��
=30 deg, �=45 deg, and �=60 deg� in the three-row plain fin-
and-tube heat exchanger with rectangular winglets mounted be-
hind the tube. They reported that the case of �=45 deg provided
the best heat transfer enhancement. Torii et al. �6� proposed a
novel delta winglet configuration called common-flow-up. The
proposed configuration was shown to be effective in delaying
boundary layer separation from the tube, reducing form drag, and
removing the zone of poor heat transfer from the near-wake of the
tube. Jain et al. �7� numerically simulated the flow structure and
heat transfer in a rectangular channel with a built-in circular tube
and delta winglets in a common-flow-up configuration. The aver-
age Nusselt number for the enhanced case was improved by 35%
compared with the baseline case for a Reynolds number of 1000.
The friction factor was not computed. Joardar et al. �8� carried out
an experimental study of the flow and heat transfer in the seven-
row plain fin-and-tube heat exchanger with different delta winglet
array designs in a common-flow-up configuration. The results in-
dicated that vortex generator arrays could significantly enhance

the performance of fin-and-tube heat exchangers. Wang et al. �9�
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xperimentally studied the local and average heat transfer charac-
eristics over a complete flat tube-fin element with four vortex
enerators per tube. The results revealed that LVGs could effi-
iently enhance the heat transfer in the region near flat tube on the
n surface. Jacobi and co-workers �10,11� conducted extensive
tudies in LVGs: They applied wing-type longitudinal vortex gen-
rators in the offset-strip fin array and the flat tube louvered-fin
ompact heat exchanger. Sanders and Thole �12� combined the
inglet and louvered-fin heat exchanger. The experimental studies
resented heat transfer augmentation along the tube wall through
he use of winglets placed on the louvers.

The foregoing literature review indicates that the LVGs were
pplied in various fin-and-tube heat exchangers in order to im-
rove the air-side heat transfer, such as the plain fin-and-tube heat
xchanger with round, oval, or flat tube, the offset-strip fin, the
ouvered-fin compact heat exchangers, etc. However, there is no
eport on LVG application to wavy fin-and-tube heat exchangers.
he wavy fin widely used in air-conditioning and refrigeration
elds can increase the heat transfer area, periodically change the
ain flow direction, and cause better airflow mixing. However,

here are still a lot of wake regions behind the tube, which lead to
he local heat transfer deterioration. The application of the delta
inglet longitudinal vortex generators can effectively improve

hese situations.
The present study will focus on detailed study on the complex

ow and heat transfer interactions resulting from deploying delta
inglet vortex generators in a wavy fin-and-tube heat exchanger.
umerical simulation will also be applied to examine the effects
f three geometrical parameters including attack angle of delta
inglet, tube row number, and wavy angle of the fin on the heat

ransfer and fluid flow for this new fin pattern. Two different per-
ormance evaluation criteria �PEC� of heat exchangers are used to
uantitatively assess the effects of these geometrical parameters.

Model Description

2.1 Physical Model. The schematic diagram of a wavy fin-
nd-tube heat exchanger with delta winglet longitudinal vortex
enerators is shown in Fig. 1. A pair of delta winglets is punched
ut from the triangular wavy fin symmetrically behind each round
ube in a staggered arrangement. The tube outside diameter Dc is
0.55 mm, the longitudinal tube pitch Pl is 21.65 mm, the trans-
erse tube pitch Pt is 25 mm, the fin pitch Fp is 3.2 mm, and the
n thickness � f is 0.2 mm. The different wavy angles of the fin �
�=0–20 deg� are investigated in this study. The base length l
nd height h of delta winglet are 5 mm and 2.5 mm, respectively.
he width of the delta winglet is equal to the fin thickness. The
ttack angle of the delta winglet � has three different values ��
30 deg, �=45 deg, and �=60 deg�. Due to symmetry, the re-

ig. 1 Physical model and relevant geometrical parameters of
he wavy fin-and-tube heat exchanger with delta winglets
ion sketched by the dashed lines in Fig. 1 is selected as the

91901-2 / Vol. 131, SEPTEMBER 2009
computational domain, and the neighboring two fins’ centric sur-
faces are selected as the upper and lower boundaries of the com-
putational domain. The computational domain is extended up-
stream ten times of the fin spacing so that a uniform velocity
distribution can be ensured at the domain inlet. The computational
domain is also extended downstream 30 times of the fin spacing in
order to avoid recirculation at the computational domain outlet,
and hence the outflow boundary condition can be applied.

2.2 Governing Equations and Boundary Conditions. For
this model, the air is considered as an incompressible fluid with
constant physical properties. The thermal contact resistance be-
tween the tube and fin collar is ignored. Due to the relatively high
heat transfer coefficient on the tube side and the high thermal
conductivity of the tube wall, the tube is assumed to be at constant
temperature. However, the temperature distribution in the fin sur-
face has to be calculated, and the fluid-solid conjugate heat trans-
fer is taken into account. The flow in the computational domain is
assumed to be three-dimensional, turbulent, steady, and no vis-
cous dissipation. The effect of turbulence on the flow field is
included through the application of RNG k-� turbulence model
�13�. For the simplicity of presentation, the governing equations
and boundary conditions for numerical simulation in this paper
can be found in Ref. �14� and will not be restated here.

3 Numerical Methods and Grid Independence Valida-
tion

The foregoing governing equations and the boundary condi-
tions are solved with a commercial computational fluid dynamics
code �FLUENT 6.2�. The multiblock hybrid approach is used to gen-
erate the meshes for the numerical simulation. The grids around
the delta winglet and the tube are shown in Fig. 2. The governing
equations are discretized by the finite volume method. The
second-order upwind scheme is used to derive the face values for
space discretization of the momentum, turbulence, and energy
equations, whereas the diffusion terms are discretized by the cen-
tral difference scheme. The semi-implicit method for pressure
linked equations �SIMPLE� algorithm �13� is utilized to deal with
the coupling of pressure and velocity.

Grid independence is investigated to ensure the accuracy and
validity of the numerical results. The grid independent study is
performed for the two-row case at attack angle �=45 deg, wavy
angle �=15 deg, and ReDc

=2000. Three different grid numbers
are studied, which have about 80,000, 130,000, and 250,000 cells,
respectively. The difference in the Nusselt number between the
three results is less than 1%, as shown in Table 1. The adopted
grid number in the computational domain is about 130,000 for the
two-row case. Similar examinations are also conducted for three-
row and four-row cases. The final adopted grid numbers were
about 190,000 and 255,000 for three-row and four-row cases, re-

Fig. 2 Grid system around the delta winglet and tube
spectively.
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Data Reduction Method
In order to present the simulation results, some parameters are

efined as follows:

ReDc
=

�umDc

�
, Nu =

hDc

�
�1�

here Dc is the tube outside diameter and um is the mean velocity
t the minimum flow cross-sectional area Ac.

The heat transfer coefficient h is defined in terms of the heat
ransfer rate Q and the log-mean temperature difference 	T. The
eat transfer rate Q is determined by the aid of FLUENT.

h =
Q


0A0	T
�2�

The surface efficiency 
0 is calculated from the fin efficiency
f.


0 = 1 −
Af

A0
�1 − 
 f� �3�

here Af is the fin surface area, A0 is the total surface area, and 
 f
s obtained by using Schmidt’s method �15�.

The spanwise averaged local heat transfer coefficient hx is de-
ned by

hx =
qx

Tf ,x − Ta,x
�4�

here qx is the spanwise averaged local heat flux, Tf ,x is the span-
ise averaged local wall temperature, and Ta,x is the mass-
eighted average air temperature of the flow cross section.
The Colbum factor j and friction factor f are defined as follows:

j =
Nu

RePr1/3 =
h

�umcp
Pr2/3, f =

	p

1

2
�um

2

•
Ac

A0
�5�

The PEC of heat exchangers is used to quantitatively assess the
eat transfer augmentation versus the pressure drop penalty. The
ommonly used criteria are the “area goodness factor,” j / f , and
volume goodness factor.” The volume goodness factor compari-
on is defined as

Z = 
0h
4�

Dh
, E = 	p� ṁ

A0�
�4�

Dh
�6�

here �=Ac /Afrontal and ṁ is the mass flow rate of the fluid. Z
epresents the heat transfer power per unit temperature difference

Table 1 Results of different grid numbers

rid No. 80,000 130,000 250,000

u 34.82 35.10 35.28
f 0.0764 0.0763 0.0762

Fig. 4 Secondary velocity vectors at the
ournal of Heat Transfer
and per unit core volume and E represents the fan power per unit
core volume.

5 Results and Discussions

5.1 Model Verification. In order to validate the reliability of
the computational model and numerical method, numerical simu-
lation is carried out at the same fin geometrical configurations and
operating conditions as presented in Ref. �16�. The computation is
conducted for the two-row wavy fin-and-tube heat exchanger with
wavy angle �=15 deg. The Reynolds number ReDc

ranges from
500 to 5000. Three different models, namely, laminar model, stan-
dard k-� model, and RNG k-� model, are chosen to simulate the
flow of the fin channel. The RNG model has shown substantial
improvements over the standard model where the flow feature
includes strong streamline curvature, vortices, and rotation. The
comparisons of the numerical and experimental results are pro-
vided in Fig. 3, The RNG k-� model seems to give the best re-
sults, and it satisfactorily predicts the relation of Nu with Re. The
maximum difference in Nu of the RNG k-� model from experi-
mental results is 4%, which is in good agreement with the experi-
mental results; therefore, the RNG k-� model is selected for this
study.

5.2 Longitudinal Vortex Effect. The delta winglets are
punched out from the wavy fin behind the tube when the air flows
over the delta winglets and the pressure difference between the
front surface �facing the flow� and the back surface generates the
longitudinal vortices. In order to examine the effects of the longi-
tudinal vortices on the fluid flow and heat transfer processes in the
fin channel, the three-row case with attack angle �=45 deg and
wavy angle �=15 deg is examined. Figure 4 presents the second-
ary velocity vectors of the cross section �x=21 mm� behind the
trailing edge of the first-row delta winglet in the wavy fin for
ReDc

=3000. Beside the wake region behind the tube, there are
two counter-rotating vortices generated by each delta winglet: a
main vortex and a corner vortex. The main vortex, located directly
downstream of the delta winglet, is formed by flow separation at

Fig. 3 Validation of numerical models with experimental
results

oss section of x=21 mm for Re =3000
cr
 Dc
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he leading edge of the delta winglet. The corner vortex featuring
horseshoe vortexlike characteristic feature, located outside of

he main vortex, is generated at the junction of the upstream-
acing pressure side of the winglet and the fin surface. These
ortices generated by the delta winglet cause the swirling motion
nd enhance the fluid transport from the mainstream region to the
ake region, and the size of the wake region behind the tube is

educed. At the same time, the down-wash flow appears near the
n surface, the near-wall temperature gradient is increased, and

he heat transfer in this wake region is enhanced.

5.3 Heat Transfer and Fluid Flow Performance. The
resent study compares three different fin patterns, namely, plain
n, wavy fin with delta winglets, and wavy fin without delta
inglets, to observe the heat transfer and fluid flow performance
f the wavy fin-and-tube heat exchanger with delta winglets.
gain the three-row heat exchanger with attack angle �
45 deg and wavy angle �=15 deg, under the condition of
eDc

=3000, is studied. Figure 5 shows the variation in local av-
rage pressure in the main flow direction for three different fin
atterns. The local average pressure at any cross section is deter-
ined by the area-weighted average static pressure at this cross

ection. The shadow regions in the figure represent the axial loca-
ions of the round tubes. Due to the decreased flow cross-sectional
rea between tubes, the flow accelerates around the tube, the local
verage pressure starts with a steep drop near the tube, and then
ncreases behind the tube because of the increase in the flow
ross-sectional area. For the wavy fin with delta winglets, the
ocal average pressure has a slight drop at the axial location of the
elta winglet, which is due to a small form drag induced by the
lender delta winglet. In addition, the longitudinal vortices gener-
ted by the delta winglet decrease the wake region behind the tube
o that the form drag of the tube decreases. According to the
gure, the increase in the pressure drop penalty induced by the
elta winglet is relatively small.
In order to investigate the development of the longitudinal vor-

ices together with the main flow, Fig. 6 shows the circulation of
he flow cross section along the main flow direction for three
ifferent fin patterns. The circulation of flow cross section is cal-
ulated by the area integral over magnitude of vorticity vector,
x=�
dA=����U�dA. The circulation shows periodicity in the
treamwise direction corresponding to the locations where the
ubes and delta winglets are approached by the flow. The circula-
ion increases when air encounters the tube with the horseshoe
ortices being formed, and then the flow cross-sectional area
radually decreases and the flow accelerates. The vortices are
ompressed and the circulation decreases until it approaches the
xial location corresponding to the minimum flow cross-sectional
rea. On the back half of the tube, the flow gradually decelerates

ig. 5 Distribution of local average pressure along the stream-
ise direction for ReDc

=3000
nd the circulation gradually increases. For the wavy fin with

91901-4 / Vol. 131, SEPTEMBER 2009
delta winglets, the circulation has an abrupt rise around the delta
winglet, followed by a steep drop when the flow encounters the
first wavy trough behind the delta winglet. As mentioned, when
the air flows over the delta winglet, the longitudinal vortices are
generated at the leading edge of the delta winglet and develop
downstream together with the main flow. The vortex strength is
enhanced and the circulation is increased at the position of the
delta winglet. However, the main flow direction changes at the
downstream wavy trough and the downstream tube blocks the
flow. The vortices are disrupted by downstream wavy trough and
only propagate a short distance along the streamwise direction.
The vortex strength is weakened and the circulation is decreased
at the position of the downstream wavy trough.

Figure 7 shows the dimensionless temperature distribution on
the bottom fin surface for three different fin patterns �Tf

−Tin� / �Tw−Tin�. By comparing three different fin patterns, it can
be seen that the temperature gradient behind the tubes in the wavy
fin with delta winglets is the largest among the three fins. The
longitudinal vortices generated by the delta winglet strengthen the

Fig. 6 Distribution of circulation of flow cross section along
the streamwise direction for ReDc

=3000

Fig. 7 Dimensionless temperature distribution on the bottom

fin surface, „Tf−Tin… / „Tw−Tin…

Transactions of the ASME



d
m
t
c
r

t
b
c

F
c

Nu

J

isturbance and mixing effects of the downstream air and spur the
ain flow of lower temperature to mix with the fluid of higher

emperature in the tube wake. The wake region behind the tube is
ompressed and the heat transfer of the fin surface in the wake
egion is enhanced.

In order to examine heat transfer behavior along the flow direc-
ion, the spanwise averaged local heat transfer coefficient distri-
ution on three different fins along the main flow direction is
alculated and presented in Fig. 8. For the wavy fin with delta

ig. 8 Distribution of spanwise averaged local heat transfer
oefficient along the streamwise direction for ReDc

=3000

Fig. 9 Effects of attack angle on
Fig. 10 Area goodness and volume good

ournal of Heat Transfer
winglets, the local heat transfer coefficient is high at three loca-
tions: fin leading edge, front stagnation region of the tube, and
delta winglet. The main difference in the wavy fin with and with-
out delta winglets also occurs at the axial location of the wake
region behind the tube. At the axial location of the delta winglet,
the local heat transfer coefficient reaches a local maximum value
due to the longitudinal vortices generated by the delta winglet.
The vortices lead to better flow mixing modifying the thermal
boundary layer in the wake region. The local heat transfer coeffi-
cient in the wake region behind the tube is greatly enhanced.

5.4 Attack Angle Effect. Next, the effects of three geometri-
cal parameters on the air-side performances of the wavy fin-and-
tube heat exchanger with delta winglets are investigated one by
one. First, for examining the effect of the attack angle of delta
winglet, the two-row case with wavy angle �=15 deg is adopted
and the attack angle has three different values of 30 deg, 45 deg,
and 60 deg. Additionally, the wavy fin-and-tube heat exchanger
without delta winglets at the same wavy angle and tube row num-
ber is simulated as the baseline case. Figure 9 shows the effects of
the attack angle on Nusselt number and friction factor against the
Reynolds number. It is clear for understanding that with the in-
crease in the Reynolds number, the Nusselt number increases
while the friction factor decreases. Comparison of the results be-
tween the wavy fin with delta winglets and the wavy fin without
delta winglets shows that a wavy fin with delta winglets has larger
Nusselt number and friction factor. The Nusselt number and fric-
tion factor increase with the increase in the attack angle �. Com-
pared with the baseline case at a range of Reynolds number of the

sselt number and friction factor
ness factors at different attack angles
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resent study, the Nusselt number and friction factor increase by
–12% and 2–7%, respectively, for the case of �=30 deg; the
usselt number and friction factor increase by 13–17% and
–12% for the case of �=45 deg; and the Nusselt number and
riction factor increase by 17–21% and 19–21%, respectively, for
he case of �=60 deg.

Figure 10 presents the area goodness and volume goodness fac-
ors for different attack angle cases compared with the baseline
ase. The j / f ratio of the cases of �=30 deg and �=45 deg is
igher than the baseline case �shown in Fig. 10�a��. The case of
=30 deg shows the highest value of j / f under the same Rey-
olds number. It is worth noting that the j / f ratio for the case of
=60 deg is higher than the baseline case for ReDc

�900 and
hen the value falls below the baseline case with higher ReDc
alues. Another criterion is the volume goodness factor where the
eat transfer power per unit temperature difference and per unit
ore volume �Z� is plotted against the fan power per unit core
olume �E�. From the viewpoint of heat exchanger volume re-
uired, a large Z versus E is better for heat exchanger design. A
eometry with large value of Z will require the least core volume
or a given airside performance. Figure 10�b� shows the volume
oodness factor for different attack angle cases. It is clear that for
given E value, the wavy fin with delta winglets has higher Z

alue than the baseline case, and the value of Z increases with the
ncrease in attack angle. This means that for a fixed volume of
eat exchanger, the wavy fin-and-tube heat exchanger with delta
inglets shows a better performance.

Fig. 11 Effect of tube row number
Fig. 12 Area goodness and volume goodne

91901-6 / Vol. 131, SEPTEMBER 2009
5.5 Tube Row Number Effect. In order to study the effect of
tube row number on heat transfer and flow characteristics of the
wavy fin-and-tube heat exchanger with delta winglets, the attack
angle is chosen as 45 deg and the wavy angle is at 15 deg. Figure
11 shows the variations in Nusselt number and friction factor with
the tube row number. Tube row numbers of 2–4 are examined.
With the increase in the tube row number the Nusselt number
increases slightly while the friction factor slightly decreases. The
present fin channel composed of the wavy fins, the staggered
tubes, and the protuberant delta winglets is very complicated. In
addition, the longitudinal vortices generated by the delta winglet
mix the fluid. All these result in a very complex flow in the fin
channel with higher turbulent intensity, and the heat transfer and
fluid flow become fully developed very quickly. So the effect of
tube row number on the heat transfer and fluid flow structure is
very small.

The area goodness and volume goodness factors of the wavy fin
with delta winglets for different tube row numbers are presented
in Fig. 12. It is very clear that the four-row case has the highest
value of j / f and the three-row case comes in second while the
two-row case shows the lowest. In other words, the four-row case
has the best area goodness factor. Figure 12�b� presents the vol-
ume goodness factor for the different tube row numbers. The
value of Z increases slightly with the increase in the tube row
number. The effect of the tube row number on the wavy fin-and-
tube heat exchanger with delta winglets is small from the view-
point of heat exchanger volume required.

Nusselt number and friction factor
on
ss factors at different tube row numbers
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5.6 Wavy Angle Effect. To investigate the effect of the wavy
ngle on the air-side performance of the wavy fin-and-tube heat
xchanger with delta winglets, the following parameters are as-
umed: three-row configuration with the attack angle of �
30 deg and the wavy angle of the fin varies from 0 deg to 20
eg for ReDc

=1000, ReDc
=2000, and ReDc

=3000. Figure 13
hows the relations of Nusselt number and friction factor with the
avy angle. It can be seen that the Nusselt number first decreases
ith the increase in the wavy angle and reaches the minimum
alue at the wavy angle of 5 deg then it increases with the increas-
ng wavy angle. The friction factor always increases with the in-
rease in wavy angle, and the trend becomes stronger at larger
avy angles.
The area goodness and volume goodness factors of the wavy fin

ith delta winglets for different wavy angles are presented in Fig.
4. It can be seen that the value of j / f ratio decreases with the
ncrease in the wavy angle, and the case of �=0 deg has the best
rea goodness factor. Figure 14�b� presents the volume goodness
actor for the different wavy angles, and it is clear that for a given
, a minimum value of Z is found for the case of �=5 deg. When

he wavy angle is larger than 5 deg, the value of Z increases with
he increase in the wavy angle, and the largest Z is found for the
ase of �=20 deg. The value of Z for the case of �=0 deg is
arger than that of �=5 deg from the viewpoint of heat exchanger
olume required. The cases of �=0 deg and �=10 deg have the
imilar volume goodness factor.

Fig. 13 Effect of wavy angle on
Fig. 14 Area goodness and volume good

ournal of Heat Transfer
6 Conclusions
This paper presents the results of three-dimensional numerical

simulations on the air-side heat transfer and fluid flow character-
istics of a wavy fin-and-tube heat exchanger with delta winglets.
The following conclusions can be made.

�1� The delta winglet generates a downstream main vortex and
a corner vortex. The main vortex is formed by flow sepa-
ration at the leading edge of the delta winglet, and the
corner vortex having the horseshoe vortexlike characteristic
feature is generated at the junction of the front face of the
winglet and the fin surface.

�2� Although a short distance along the main flow direction is
affected by longitudinal vortices disrupted by downstream
wavy trough, those vortices generated by the delta winglet
greatly spur the fluid transport from the mainstream region
to the wake region, compress the wake region, and enhance
the heat transfer of the fin surface in the wake region where
the heat transfer is the weakest in the fin-and-tube heat
exchanger.

�3� The Nusselt number and friction factor both increase with
the increase in the attack angle �. In the Reynolds number
range of the present study �ReDc

=500–5000�, compared
with the wavy fin without delta winglets, the Nusselt num-
ber increases by 8–12%, 13–17%, and 17–21% and the
friction factor increases by 2–7%, 9–12%, and 19–21% for

sselt number and friction factor
ness factors at different wavy angles
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the case of �=30 deg, �=45 deg, and �=60 deg, respec-
tively. The case of �=30 deg has the highest value of j / f
under the same Reynolds number.

�4� The effects of the tube row number on the heat transfer and
fluid flow characteristics of the wavy fin-and-tube heat ex-
changer with delta winglets are very small, and the heat
transfer and fluid flow become fully developed very
quickly.

�5� The Nusselt number first decreases and then increases with
the increase in wavy angle, and the case of the wavy angle
�=5 deg has the minimum value. The friction factor al-
ways increases with the increase in the wavy angle, and the
trend becomes stronger at the larger wavy angles.
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omenclature
A � cross-sectional area �m2�

Ac � minimum flow cross-sectional area �m2�
Af � fin surface area �m2�
A0 � total surface area �m2�
cp � specific heat of the fluid �J/kg K�
Dc � tube outside diameter �m�
Dh � 4AcL /A0, hydraulic diameter �m�
E � see Eq. �6� �W /m3�

Fp � fin pitch �m�
f � friction factor
h � heat transfer coefficient �W /m2 K� or height of

the delta winglet �m�
j � Colburn factor
k � turbulence kinetic energy �m2 /s2�
L � fin length along the flow direction �m�
l � length of the delta winglet �m�

Nu � Nusselt number
p � pressure �Pa�

Pl � longitudinal tube pitch �m�
Pt � transverse tube pitch �m�
Pr � Prandtl number
Q � heat transfer rate �W�
q � heat flux �W /m2�

ReDc � Reynolds number based on tube outside
diameter

T � temperature �K�
u ,v ,w � x ,y ,z velocity components �m/s�

um � mean velocity at the minimum flow cross-
sectional area �m/s�

U � velocity vector �m/s�
x ,y ,z � Cartesian coordinates

XL � 	�Pt /2�2+Pl
2 /2, geometric parameter �m�

XM � Pt /2, geometric parameter �m�
Z � see Eq. �6� �W /m3 K�

reek Symbols
� � attack angle of the delta winglet �deg�

� f � fin thickness �m�

91901-8 / Vol. 131, SEPTEMBER 2009
� � dynamic viscosity �kg/m s�
� � density �kg /m3�
� � thermal conductivity �W/m K�
� � turbulent energy dissipation rate �m2 /s3�
� � Ac /Afrontal, contraction ratio of the cross-

sectional area
� � circulation of the flow cross section �m2 /s�
� � wavy angle of the fin �deg�

� � dimensionless temperature

 f � fin efficiency

0 � surface efficiency

Subscripts
a � air
f � fin

in � inlet
m � mean

out � outlet
w � tube wall
x � local
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Heat Transfer Enhancement Due
to Frequency Doubling and
Ruelle–Takens–Newhouse
Transition Scenarios in
Symmetric Wavy Channels
Heat transfer enhancement characteristics, through a transition scenario of flow bifur-
cations in symmetric wavy wall channels, are investigated by direct numerical simula-
tions of the mass, momentum, and energy equations using spectral element methods.
Flow bifurcations, transition scenarios, and heat transfer characteristics are determined
by increasing the Reynolds numbers from a laminar to a transitional flow for the geo-
metrical aspect ratios r�0.125 and r�0.375. The numerical results demonstrate that the
transition scenario to transitional flow regimes depends on the aspect ratio. For r
�0.375, the transition scenario is characterized by one Hopf flow bifurcation in a
frequency-doubling transition scenario, where further increases in the Reynolds number
always lead to periodic flows; whereas, for r�0.125, the transition scenario is charac-
terized by a first Hopf flow bifurcation from a laminar to a time-dependent periodic flow
and a second Hopf flow bifurcation from a periodic to a quasiperiodic flow. For r
�0.125, the flow bifurcation scenario is similar to the Ruelle–Takens–Newhouse (RTN)
transition scenario to Eulerian chaos observed in asymmetric wavy and grooved chan-
nels. The periodic and quasiperiodic flows are characterized by fundamental frequencies
�1, and �1 and �2, respectively. For the aspect ratio r�0.375, the Nusselt number
increases slightly as the Reynolds number increases in the laminar regime until it reaches
a critical Reynolds number of Rec�126. As the flow becomes periodic, and then quasi-
periodic, the Nusselt number continuously increases with respect to the laminar regime,
up to a factor of 4, which represents a significant heat transfer enhancement due to a
better flow mixing. �DOI: 10.1115/1.3139108�

Keywords: heat transfer enhancement, flow transition scenarios, symmetric wavy
channels
Introduction
An extensive amount of research has been performed in the past

ecades to obtain a better understanding of flow mixing and heat
ransfer enhancement in channels with geometrical inhomogene-
ties, such as symmetric and asymmetric grooved channels �1–14�,
avy wall channels �15–20�, and corrugated channels �21�, as
ell as other geometrical configurations, such as channel expan-

ions �22� and grooved tubes �23�. Asymmetric and symmetric
avy wall channels are used in industrial and biomedical applica-

ions, such as compact heat exchangers, oxygenators, and hemo-
ialysers �24–26�. Considerable effort has been dedicated to in-
estigating the role of flow destabilization and flow mixing in heat
ransfer enhancement. Investigations performed with grooved,
avy, and communicating channels have demonstrated that self-

ustained oscillations, which develop in these geometries, lead to
eat transfer enhancement without applying active forcing
2,9,13,15,25,26�.

Symmetric and asymmetric wavy channels were considered in
everal earlier investigations to enhance heat and mass transfer
ates in compact exchange devices such as heat exchanger and
xygenators. These channels are easy to fabricate and can provide
ignificant heat transfer enhancement if operated in an appropriate

1Corresponding author.
Manuscript received June 7, 2008; final manuscript received April 7, 2009; pub-
ished online June 22, 2009. Review conducted by Sai C. Lau.

ournal of Heat Transfer Copyright © 20
Reynolds number range �15–20�. Early investigations found no
significant heat transfer enhancement for a steady laminar flow.
However, if/when the flow becomes unsteady—either through ex-
ternal forcing or natural transitioning to an unsteady condition—
significant heat exchange enhancement can be obtained. Several
investigations found that a natural transition to a time-dependent,
periodic self-sustained flow regime leads to enhancement of heat
transfer rates with moderate and reasonable pressure drops.
Guzmán and Amon �15–17� performed numerical investigations
for high transitional Reynolds numbers in converging-diverging
�symmetric wavy wall� channels; they found that the flow devel-
ops a second bifurcation in addition to the first flow bifurcation at
a Reynolds number Rec2

�Rec1
, which enhances the flow mixing

and heat transfer process �27�. Experimental or numerical inves-
tigations of the effect of several geometrical aspect ratios on the
flow patterns, transition scenario, and heat transfer characteristics
in symmetric and asymmetric wavy channels have not been re-
ported to date.

This work investigates the heat transfer enhancement due to
flow bifurcations in symmetric wavy channels, which occurs dur-
ing the transition scenarios from laminar to transitional time-
dependent flow regimes by two-dimensional direct numerical
simulations �DNSs� of the time-dependent, incompressible conti-
nuity, Navier–Stokes, and energy equations. Two geometric aspect
ratios �r=0.125 and r=0.375� are considered in this investigation.

Extended and reduced computational domains are used to �a�

SEPTEMBER 2009, Vol. 131 / 091902-109 by ASME
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emonstrate and verify the existence of spatial periodicity and
elf-similar temperature profiles and �b� investigate in detail, with
he reduced domain, the flow and heat transfer enhancement char-
cteristics and the parameters for laminar and transitional regimes.
escribed first is the way in which flow evolves from a laminar to
transitional state through flow bifurcations by examining the

elocity field, Fourier power spectra, and phase-portrait represen-
ations. Next, the flow and heat transfer characteristics and param-
ters are determined by evaluating friction factors, pumping
ower, and Nusselt numbers for increasing Reynolds numbers
hrough the transitional regime.

Problem Formulation, Numerical Approach, and
ethodology
The physical configuration of the symmetric wavy channel used

n this investigation is shown in Fig. 1. The extended computa-
ional domain, with 14 symmetric furrows �cavities�, and the en-
rance and exit plane constant cross sections are shown in Fig.
�a�, whereas the reduced domain created by one furrow is shown
n Fig. 1�b�. The furrow periodic length is L, 2h is the channel
eight in both ends, a is the amplitude of the sinusoidal wall, and
=a /2L is the channel aspect ratio.
An incompressible and unsteady flow of a Newtonian fluid is

onsidered for both the extended and reduced domains. The flow
s governed by mass conservation and Navier–Stokes equations
1� and �2�; the heat transport phenomenon is described by the
nergy equation �3�. For the extended domain, a uniform velocity
rofile is imposed at the entrance of the channel �nonslip for the
pper and lower walls, and outflow for the channel exit�. To ad-
ress the heat transfer problem, a constant temperature is imposed
t the entrance, a vanishing heat flux on the upper wall, outflow
or the exit, and a constant heat flux in the lower wall. For the
educed domain with one furrow, spatial periodicity in the stream-
ise direction is imposed. Although the velocity field is unknown

n the entire domain, the resulting velocity profile at the entrance

ig. 1 Schematic of the symmetric wavy wall channel: „a… ex-
ended domain with 14 furrows and plane inlet and outlet re-
ions, and „b… reduced domain with a spatially periodic length
nd exit of the furrow periodic domain—for a given equilibrium
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state—is the same regardless of the laminar or transitional nature
of the flow regime. For the heat transfer problem, a self-similar
temperature profile is enforced by imposing a spatial periodicity
for the temperature in the streamwise direction; a vanishing heat
flux on the upper wall and a constant heat flux in the lower wall
are shown in Fig. 1�b�.

� · V = 0 �1�

�� �V

�t
+ V · �V� = − �P + ��2V �2�

�cp� �T

�t
+ V · �T� = k�2T �3�

The governing equations are solved using a computational pro-
gram based on the spectral element method �28�. The computa-
tional domains are discretized with macro-elements that contain
nodal points where velocity, pressure, and temperature are repre-
sented. Different computational meshes are used for the extended
and reduced computational domains, with an increasing number
of macro-elements and nodal points, until acceptable mesh inde-
pendent results are achieved. The criterion used in this investiga-
tion is that the relative error for any given field variable, such as
pressure, velocity, and temperature between two consecutive
meshes, is less than 0.1%. Sufficiently long constant cross sec-
tions are considered before and after the first and last furrows,
respectively, to obtain adequate representations of the field vari-
ables. Figure 2 shows a computational mesh for the reduced do-
main with 16�8 macro-elements and 8�8 nodal points per
macro-element.

The correct determination of the transition scenario and its se-
quence of Hopf bifurcations depend greatly on the right calcula-
tions of the fundamental frequencies �i, with i=1, 2 or 3, and
their combination pattern given by the subharmonics and super-
harmonics. Several meshes with an increasing number of nodes
were used in this investigation. For each mesh, the exact same
point was defined in the computational domain to determine the
time-dependent evolution of the velocity field. For each case, the
fundamental frequencies and their subharmonics and superhar-
monics were calculated and compared with the values obtained
with the previous, less fine, mesh. The mesh chosen for all the
calculations described in this article leads to fundamental fre-
quency and subharmonic and superharmonic values that presented
a difference of less than 0.1% when compared with the values
obtained with the previous, less fine, mesh.

Numerical simulations were performed with the extended do-
main to demonstrate that periodicity indeed exists in most of the

Fig. 2 Computational mesh for the reduced domain with 16
Ã8 macro-elements and 8Ã8 nodal points per macro-element
for the aspect ratio r=0.125
channel for laminar and transitional flow regimes. At the same
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ime, the numerical predictions were compared with experimental
ata reported by other authors. In addition, numerical simulations
ere performed �but not reported in this article�, with a computa-

ional domain created by two furrows, using a spatial periodicity
f 2L, where L is the furrow length. It was found that, for laminar
nd transitional flow regimes, the flow pattern in the first and
econd furrows are the same. Comparisons with available experi-
ental and numerical results, and with numerical simulations car-

ied out with an extended domain, are performed to verify and
alidate the spatial periodicity assumptions for flow and tempera-
ure �20–23�. Experimental visualizations of steady, unsteady, and
xternally pulsatile flows �20,22,23� confirmed the spatial periodic
ature of the flow up to an unsteady flow regime Reynolds num-
er of about 300 and found that spatial periodicity hold for time-
ependent flow regimes.
Numerical simulations are performed to increase Reynolds

umbers in the laminar and transitional flow regimes. For this
nvestigation, the Reynolds number is defined as Re= �3 /2�

�Û · ĥ /��, where Û is the time-average mean streamwise veloc-
ty at the inlet of the channel, calculated as Q /A, with Q and A as
he volumetric flow rate and the cross sectional area, respectively;
ˆ is half-height of the channel at the inlet, and � is the kinematic
iscosity. The Prandtl number, Pr=� /�, is equal to 1, and � is the
hermal diffusivity. Since the fluid motion is induced by an exter-
al applied pressure drop, and not for body forces, the resulting
ow pattern and characteristics are independent of the imposed

hermal boundary conditions and temperature distribution. Flow
nd heat transfer simulations are performed for Reynolds number
f up to 400 for the aspect ratio r=0.125 and for Reynolds num-
er of up to 850 for the aspect ratio r=0.375. Additionally, vis-
ous dissipation terms are neglected, since calculations of the
ckart number, Ec, and the product of Re·Ec, for the transitional
eynolds number range of this investigation, lead to small values
f Ec=10−6 and Re·Ec=10−4; hence, viscous dissipation terms
re negligible when compared with both the radial diffusion and
treamwise convective terms, respectively.

The friction factor for the symmetric wavy channel is calcu-
ated as

fb =

−
dp

dx
· 8ĥ

2�Û2
�4�

here dp /dx=	P /L is the fully developed pressure gradient in
he streamwise direction. The local Nusselt number is defined as

Nu�x,t� =
q�x,t� · Lc

k · �Tw�x,t� − Tb�x,t�	
�5�

here q�x , t�=1 is the imposed local heat flux along the lower
all, Lc=h is the characteristics length, Tw�x�=Tw is the lower
all temperature, and Tb�x , t� is the bulk temperature defined as

Tb�xo,t� =



−h

h

u�x = xo,y,t� · 
T�x = xo,y,t� · dy



−h

h

u�xo,y,t� · dy

here xo is the channel inlet. The time-dependent mean Nusselt
umber is calculated as

Nu�t� =



L

Nu�x,t�dx



L

dx
nd the time-averaged mean Nusselt number as

ournal of Heat Transfer
Nu =



�

Nu�t�dt



�

dt

3 Numerical Results and Discussion

3.1 Flow Regimes for an Extended Domain. Numerical in-
vestigations of spatial periodicity for both laminar and transitional
flow regimes are performed for both aspect ratios �r=0.125 and
r=0.375� of this symmetric wavy channel. Figures 3�a� and 3�b�
show the streamwise u-velocity for laminar and periodic flow re-
gimes, respectively, for the aspect ratio r=0.125. Figures 3�c� and
3�d�, show the streamlines for the same laminar and time-periodic
flow regimes, respectively. For laminar flow regimes, spatial pe-
riodicity in the velocity field develops in most of the extended
computational domain except in the first and last furrows due to
the entrance and exit region effects. For time-periodic flow re-
gimes, spatial periodicity is confined to most of the furrows within
the wavy channel. Figure 3�b� shows that spatial periodicity de-
velops between furrows 2 and 11. The entrance region effects do
not allow the existence of periodicity in furrow 1, whereas the exit
region effects are strong between furrows 12 and 14, where spatial
periodicity does not occur. Because time-periodic flows develop a
time-dependent velocity field, the velocity field described in Fig.
3�b� corresponds to the velocity field in any given time. At each
time, the velocity field changes, but it holds spatial periodicity
between furrows 2 and 11. Figure 3�c� shows that the vortices for
laminar flow develop the same strength along the channel and
remain in the same relative position with respect to the entrance to
each furrow between furrows 2 and 13. Lastly, Fig. 3�d� shows the
strong vortex dynamic that develops in each furrow for time-
periodic flows and the entrance effects confined to the first furrow.
These numerical results are in good agreement with the available
experimental results �15–23,29�. For the aspect ratio r=0.375, nu-
merical simulations with extended domain are carried out for the
laminar and transitional flow regimes. The numerical results �not
shown here� depicted the spatial periodicity for laminar and tran-
sitional flow regimes. These results—in terms of streamline and
streamwise mean velocities—clearly demonstrated that periodic-
ity is indeed a condition that naturally develops in wavy channels,
particularly in those furrows far from the ends. Because most the
experimental results reported in the literature are for the aspect
ratio r=0.125, comparisons with experimental updated informa-

Fig. 3 Velocity characteristics for extended domain simula-
tions for r=0.125: „a… u-velocity for a laminar flow, „b… u-velocity
for a time-dependent flow regime, „c… streamlines for a laminar
flow, and „d… streamlines for a time-periodic flow regime
tion is, thus far, not available.
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3.2 Laminar and Transitional Flow Regimes With a Spa-
ially Periodic Domain. The numerical simulation Reynolds
umber ranges for the laminar and transitional regimes, for the
spect ratios r=0.125 and r=0.375, are 10–400 and 100–850,
espectively. For a laminar Reynolds number of Re=54 and the
spect ratio r=0.375, the flow pattern is characterized by a sym-
etric flow with two large stationary vortices located at each fur-

ow of the channel and for a parallel flow between the vortices
30�. Figure 4 shows a sequence of eight instantaneous stream-
ines during one � time period in the wavy channel for a periodic
ransitional Reynolds number of Re=554 and the same aspect
atio r=0.375. These sequences demonstrate the wavy periodic
ature of the flow as it moves downstream, and it shows a flow
attern of several vortices of different sizes, which increase and
ecrease in size as they are ejected from the wavy channel fur-
ows. For higher transitional Reynolds numbers, the numerical
imulations show a flow pattern that remains time periodic, pre-
erves its wavy nature, and shows a vortex dynamic that increases
n intensity and presents a wider variety of vortex sizes. For the
spect ratio r=0.125, the flow evolves from a laminar to a time-
eriodic flow regime and then to a quasiperiodic flow regime as
he Reynolds number increases in the range of Re= �10–400�. A
ortex dynamic of many vortices �not shown here� of different
izes and strength develops as the Reynolds numbers is further
ncreased through the quasiperiodic transitional regime.

A flow Hopf bifurcation in fluid mechanics indicates when—in
given physical domain—a flow departs from one stable state to

nother stable state or condition, when a control parameter such as
he Reynolds number changes. Usually, in confined flow channels,
first Hopf bifurcation occurs when a flow passes from a laminar

table state to a time-dependent stable state, which could be peri-
dic, quasiperiodic, or intermittent. The Eulerian velocity field in
stable time-dependent state typically present an oscillatory be-

avior, which is characterized by either one fundamental fre-
uency ��1 plus superharmonics� or by two independent funda-

ig. 4 Pressure field and streamlines for the aspect ratio r
0.375: Instantaneous representations during a time period of
eriodic flow regime for a Reynolds number of ReÉ554.
ental frequencies ��1 and �2�, plus subharmonics and
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superharmonics. When/if the flow passes from a periodic flow to a
quasiperiodic flow, then the flow has suffered another Hopf bifur-
cation. When the transition contains the sequence of two Hopf
bifurcations so that the flow is laminar, then periodic, and finally
quasiperiodic, then this sequence is called the Ruelle–Takens–
Newhouse �RTN� transition scenario. In some situations, a third
Hopf bifurcation might appear after the second Hopf bifurcation,
when the control parameter is further increased, which leads to
another quasiperiodic flow with three independent fundamental
frequencies, �1, �2, and �3, plus subharmonics and superharmon-
ics. When/if a flow passes from a steady state condition to a pe-
riodic flow with one fundamental frequency and then it remains
periodic �regardless of the increase in the control parameter�, then
this transition type is called the Feingenbaum period-doubling
scenario, which is characterized by a sequence of periodic flows,
where the flow time period continuously increases by a factor of
2. Both the flow mixing and heat transfer characteristics are
deeply affected by the type of transition scenario because fluid
particles move through different Lagrangian trajectory patterns
depending on the flow regime �31,35�. Therefore, different transi-
tion scenarios lead to different heat transfer enhancement charac-
teristics and performance.

Figure 5 presents the Eulerian flow characteristics of a periodic
regime for Reynolds number of Re�554 and aspect ratio r
=0.375, in terms of the temporal evolution of the u- and
v-velocities, the Fourier power spectra of the u-velocity, and the
phase portrait of the u- and v-velocity components in a character-
istic point of the computational domain. For this aspect ratio, the
flow evolves through successive periodic flow regimes, character-
ized by one fundamental frequency, �, and its superharmonics, as
the Reynolds number increases to 850 �31–35�. In this transition
scenario, the flow remains periodic as the Reynolds number is
further increased with the fundamental frequency � continually
increasing in a frequency-doubling transition scenario �35�.

In addition to the Landau method of turbulence, there are three
more possible ways to achieve turbulence—or onset of chaos—
emerging from the theoretical and experimental development and
ideas of Ruelle–Takens–Newhouse, Feingenbaum, and Pommeau,
which lead to a sequence of bifurcations to periodic and quasip-
eriodic flows, periodic flows, and intermittency, respectively �15�.
These scenarios seem to be universal, which means that many
related, or unrelated physical phenomena, processes, and systems
develop scenarios that depend on at least one control parameter.
Hopf bifurcations occur because, in this channel geometry, the
flow loses stability due to the existence of Tollmien–Schlichting
instabilities �15�. In these confined channel flow investigations,
two transitions scenarios were discovered: RTN and Feingen-
baum. Thus far, it can be said that the transition scenarios depend
very much on the current aspect ratio r, an additional aspect ratio
s=h / �2L�, which measures the separation between the walls, and
in some configurations, on the way the flow approaches the bifur-
cation points.

Figure 6 displays the normalized time period T� /T versus the
normalized Reynolds number Re /Re�, for increasing Reynolds
number flow regime. T� is the time period for the lowest periodic
flow regime, which corresponds to the Reynolds number Re�

�126. A linear relationship can be observed between the normal-
ized time period and normalized Reynolds number Re /Re� in the
Reynolds number of these simulations, which obey approximately
the expression T� /T=� /��=Re /Re�. Furthermore, the normal-
ized time period obeys approximately the expression T� /T=2n,
with n as an integer �35�. The relationship between T� /T and
Re /Re� is useful for predicting either the fundamental time period
or the frequency of the self-sustained flow for a given Reynolds
number in this frequency-doubling scenario.

Figure 7 presents the Eulerian flow characteristics of a quasip-
eriodic flow regime for the aspect ratio r=0.125 and Re=356. In
this case, the flow has evolved to a periodic regime through a first

Hopf bifurcation at Re=Rec1

and then to a quasiperiodic flow
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egime from the periodic regime, through a second Hopf bifurca-
ion at the critical Reynolds number, Rec2

. The critical Reynolds
umbers Rec1

and Rec2
are in the ranges of 130–136 and 148–151,

espectively. Figure 8 shows a schematic representation of the

ig. 5 Eulerian flow characteristics of a periodic flow for Rey-
olds number of ReÉ554 and aspect ratio r=0.375: „a… tempo-
al evolution of the u- and v-velocities, „b… Fourier power spec-
ra of the u-velocity, and „c… phase-portrait of the u- and
-velocity components

ig. 6 Normalized time period T� /T versus normalized Rey-
�
olds number Re/Re for r=0.375

ournal of Heat Transfer
transition scenarios for the two aspect ratios of this investigation.
For an aspect ratio of r=0.125, the transition scenario from a
laminar to a quasiperiodic flow occurs because of two successive
Hopf bifurcations, which occur for Reynolds numbers Rec1

and
Rec2

, which are lower than the critical Reynolds number for a
Poiseuille plane channel flow. The transition scenario developed
for r=0.125 is very much like the RTN scenario to chaos devel-
oped in asymmetric wavy and grooved channels �15,18,31–36�.
The transition scenario for the aspect ratio r=0.375 is character-
ized by the occurrence of one flow bifurcation from laminar to
time-periodic flow regime occurring at the critical Reynolds num-
ber Rec, which is somewhat higher than the first critical Reynolds
number for r=0.125.

The flow pattern through the transition scenario is characterized
by high shear stresses on the channel sinusoidal walls and, conse-
quently, by high friction factors. Figure 9 shows the friction factor
as a function of the Reynolds number for the aspect ratios r
=0.125 and r=0.375 of the wavy channel and for the Poiseuille
plane channel. The symmetric wavy channel friction factor fb is
calculated using the expression �4�; the Poiseuille plane channel
friction factor is calculated as fp=18 /ReH, where ReH is the Rey-
nolds number based on the height H of the plane channel. For
both aspect ratios, r=0.125 and r=0.375, the friction factor for the
symmetric wavy channel is initially higher than the Poiseuille
plane channel friction factor. However, the Poiseuille channel fric-

Fig. 7 Temporal evolution of the u- and v-velocities of a qua-
siperiodic flow for Reynolds number of ReÉ356 and aspect
ratio r=0.125

Fig. 8 Transition scenarios from laminar to transitional flows
by flow bifurcations for aspect ratios r=0.125 and r=0.375. Two
successive Hopf bifurcations, B1 and B2, for the critical Rey-
nolds numbers Rec1 and Rec2, respectively, developed for r
=0.125 leading to a quasiperiodic flow through a RTN transition
scenario. For the aspect ratio r=0.375, only one flow bifurca-
tion from laminar to time-periodic flow regime develops at the
critical Reynolds number Rec, through a frequency-doubling

transition scenario.
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ion factor becomes larger than the symmetric wavy channel fric-
ion factor for both aspect ratios at Reynolds numbers of about
10 and 220, for r=0.125 and r=0.375, respectively.

3.3 Heat Transfer Characteristics. The temperature distri-
ution is shown in Fig. 10 for laminar and transitional flow re-
imes for the aspect ratio r=0.375. Figure 10�a� shows a thermal
tratification for the laminar Reynolds number of Re=54. Because
f the existence of large stationary vortices in both furrows of the
avy channel, the high temperature region remains in the vicinity
f the lower wall with a much smaller amount of heat flowing to

ig. 9 Poiseuille plane channel friction factor and symmetric
avy channel friction factors for aspect ratios r=0.125 and r
0.375 for increasing Reynolds numbers

ig. 10 Symmetric wavy channel temperature distribution for
=0.375: „a… laminar flow for ReÉ54 and „b… eight instanta-
eous representations during a time period � for a periodic

ow of ReÉ554
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the mean flow region. Figure 10�b� shows a sequence of eight
instantaneous representations of the temperature distribution in
the wavy channel during one time period, �, for a periodic flow
regime of Re�554. The temperature distribution resembles the
wavy nature of the oscillatory periodic flow. The region of higher
temperatures is bigger and closer to the mean flow region than in
the laminar flow. Hot fluid is transported continuously from the
hot lower surface to the mean flow; cold fluid is carried out to the
region of high temperature due to the enhanced flow mixing as-
sociated with this periodic flow regime.

The local Nusselt and time-averaged mean Nusselt numbers are
calculated to evaluate the local and global heat transfer perfor-
mance of this channel as the flow evolves from laminar to transi-
tional states. Figures 11�a� and 11�b� show the heat transfer en-
hancement for r=0.375. Figure 11�a� shows the time-averaged
mean Nusselt number, or Nusselt number, as a function of the
Reynolds number for laminar and transitional flow regimes. For
the laminar regime, the Nusselt number increases slightly as the
Reynolds number increases up to a value of Re�Rec�126. In
this regime the rate of increase in the Nusselt number is very low.
As the flow becomes periodic and the Reynolds number is further
increased, the Nusselt number continuously increases with respect
to the laminar flow regime for a factor that fluctuates between 1
and 4, depending on the Reynolds number, which represents a
significant heat transfer enhancement due to enhanced flow mix-
ing. Figure 11�b� shows the pumping power 
 as a function of the
Nusselt number for the Reynolds number range of this investiga-
tion. The rate of increase in pumping power is higher for transi-
tional regimes than for laminar flow regimes. In laminar regimes,
the requested pumping power is relatively smaller because the
flow remains parallel to the channel walls, and hence the flow
loses energy mostly because of the friction between the flow and
channels walls. However, in transitional flow regimes, higher

Fig. 11 Heat transfer parameters: „a… time-averaged mean
Nusselt number versus Reynolds number for laminar and tran-
sitional flow regimes for the aspect ratio r=0.375 and „b… pump-
ing power versus Nusselt number for laminar and transitional
flow regimes
Nusselt numbers require higher pumping power because of a bet-
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er flow mixing. The flow loses energy due to friction with itself
nd the channels walls. Thus, in transitional flow regimes, a uni-
arian increase in the Nusselt number requires a higher amount of
umping power than in laminar flow. The Nusselt number versus
he Reynolds number and the pumping power versus the Nusselt
umber curves are both divided into four regions. In each region,
square mean root fitting is performed to the numerically ob-

ained data; the rate of growth of the Nusselt number with the
eynolds number �Nu /�Re and the rate of growth of the pumping
ower with the Nusselt number �
 /�Nu are calculated. Table 1
hows these growth rates for Nu and 
 for the four regions. The
est values for �Nu /�Re are in the second and third regions; the
est values for �
 /�Nu are in the first and second regions. The
aximum incremental increase in the Nusselt number dNu for

nitarian incremental increases of both the Reynolds number and
he pumping power occurs in the second region. Thus, this region
s the most convenient for better performance because the highest
alues for the incremental Nusselt number dNu occur in the Rey-
olds number range of this region.

Summary and Concluding Remarks
Numerical simulation results were reported for two aspect ra-

ios r=0.125 and r=0.375, which demonstrated the effect of r in
he type of transition scenario and in the flow and heat transfer
haracteristics.

The transition scenario in a symmetric wavy channel from
aminar to time-dependent transitional flows depends on the chan-
el aspect ratio r. A transition scenario with one Hopf flow bifur-
ation only develops for the aspect ratio r=0.375. The flow
volves from laminar to time-periodic flows through a frequency-
oubling transition scenario. The Hopf bifurcation occurs at a
ritical Reynolds number of Rec�126. Further increases in the
eynolds number do not produce another bifurcation but lead to

uccessive periodic flows in which the fundamental frequency
ontinuously increases. There is a linear relationship between the
ormalized Reynolds number, Re /Re�, and the normalized fre-
uency � /��, where � /��= �2�n, with n as an integer and �� as
he fundamental frequency of the Hopf bifurcation. A transition
cenario with two Hopf flow bifurcations develops for the aspect
atio r=0.125 as the Reynolds number increases from a laminar to
transitional regime. The first bifurcation at a Re=Rec1

originates
periodic flow characterized by one fundamental frequency �1.
he second Hopf bifurcation at a Re=Rec2

�Rec1
originates a

uasiperiodic flow with two fundamental frequencies, �1 and �2,
nd linear combinations of these frequencies. Rec1

is in the range
f 130–136 and Rec2

is in the range of 148–151. In the transitional
egime, the periodic and quasiperiodic flows are self-sustained,
avy in nature, and with an active flow mixing.
In the laminar regime, the temperature distribution shows a

attern of stratification with the isotherms parallel to the stream-
ines, whereas in the transitional regime, the temperature distribu-
ion mimics the oscillatory wavy nature of the periodic flows for

able 1 Rates of growth of the Nusselt number and pumping
ower, �Nu/�Re and �� /�Nu, respectively, and the incremen-

al Nusselt number, dNu, for laminar and periodic flow regimes
f the aspect ratio r=0.375

Regions �Nu / �Re
�


�Nu
dNu =

�Nu

�Re
· dRe +

�Nu

�

· d


1 1.82�10−3 5.4�104 0.0018
2 8.09�10−3 3.2�104 0.0081
3 3.98�10−3 2.1�105 0.0039
4 2.52�10−3 9.1�105 0.0025
oth aspect ratios. For the laminar regime, the Nusselt number

ournal of Heat Transfer
increases slightly as the Reynolds number increases until it
reaches the critical Reynolds number Rec�126. As the flow be-
comes periodic, and for increasing the Reynolds numbers, the
Nusselt number continuously and significantly increases with re-
spect to the laminar flow Nusselt number, up to a factor of 4,
which represents a significant heat transfer enhancement due to
better flow mixing. Higher values of heat transfer rates are ob-
tained with a need for greater of pumping power.
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Nomenclature
A � area

Ec � Eckart number
H � separation between walls
L � streamwise separation among furrows, periodic

length
Lc � characteristic length
P � pressure
Pr � Prandtl number
Q � volumetric flow rate

Re � Reynolds number
T � temperature, time period

T� � normalized time period
Tw � wall temperature
Tb � bulk temperature

Rec � critical Reynolds number
Re� � normalized Reynolds number, critical Reynolds

number
ReH � height-based Reynolds number

a � wall sinusoidal amplitude
k � thermal conductivity

n, m � integer numbers
r � aspect ratio

u, v � streamwise, crosswise velocities
Nu � global Nusselt number, time-averaged mean

Nusselt number
Nu�t� � time-dependent mean Nusselt number

Nu�x , t� � local Nusselt number
q�x� � local heat flux
	P � pressure drop

Û � time-average mean streamwise velocity
v � velocity

cp � specific heat

h, ĥ � half-height of the channel
fb � wavy channel friction factor
fp � Poiseuille plane channel friction factor

Greek Symbols
�Nu /�Re � rate of growth of the Nusselt number with the

Reynolds number
�
 /�Nu � rate of growth of pumping power with the

Nusselt number
dNu � incremental Nusselt number

� � thermal diffusivity

 � pumping power
� � dynamic viscosity
� � kinematic viscosity
� � density
� � fundamental �critical� frequency
�
� � normalized fundamental frequency
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Three-Dimensional Numerical
Study of Flow and Heat Transfer
Enhancement Using Vortex
Generators in Fin-and-Tube Heat
Exchangers
In this paper, a three-dimensional numerical investigation was performed for heat trans-
fer characteristics and flow structure of full scale fin-and-tube heat exchangers with
rectangular winglet pair (RWP). For the Reynolds number ranging from 500 to 880, the
baseline configuration (without RWP) is compared with three enhanced configurations
(with RWP): inline-1RWP case, inline-3RWP case, and inline-7RWP case. It was found
that the air-side heat transfer coefficient improved by 28.1–43.9%, 71.3–87.6%, and
98.9–131% for the three enhanced configurations, with an associated pressure drop
penalty increase of 11.3–25.1%, 54.4–72%, and 88.8–121.4%, respectively. An overall
performance comparison was conducted by using the London area goodness factor. It is
revealed that among the three enhanced configurations, the inline-1RWP case obtains the
best overall performance, and the inline-3RWP case is better than the inline-7RWP case.
The numerical results were also analyzed on the basis of the field synergy principle to
provide fundamental understanding of the relation between local flow structure and heat
transfer augmentation. It was confirmed that the reduction in the average intersection
angle between the velocity vector and the temperature gradient was one of the essential
factors influencing heat transfer enhancement. The analysis also provides guidelines for
where the enhancement technique is highly needed. �DOI: 10.1115/1.3139185�

Keywords: longitudinal vortex generator, heat transfer enhancement, fin-and-tube heat
exchanger
Introduction
Fin-and-tube heat exchangers are widely used in various engi-

eering fields such as heating, ventilating, air conditioning, and
efrigeration �HVACR� systems, automobiles, petroleum, elec-
ronics cooling, and chemical industry. Owing to the requirement
f smaller volume, less cost, quiet, and high efficiency in opera-
ion, high efficiency compact heat exchanger is very necessary to
chieve these goals. The total thermal resistance for such kind of
eat exchangers is comprised of three parts: the air-side convec-
ive resistance, the wall conductive resistance, and the liquid-side
onvective resistance. The heat transfer coefficient on the air-side
s typically low due to the thermophysical property of air and
elative low frontal velocity. Thus, the air-side thermal resistance
s the dominant part to heat transfer and efforts to improve the
erformance of these heat exchangers should focus on the air-side
urfaces.

Vortex generation is a new and innovative strategy, which holds
romise in air-side heat transfer enhancement. Vortex generators
VGs� such as wings and winglets can introduce vortices into the
ow field causing heat transfer enhancement. Vortex generators
an be punched, mounted, or embossed on a heat transfer surface.
hen fluid flows through vortex generators, vortices are gener-

ted due to the friction and separation on the edge of the vortex
enerator. Extensive studies were done on heat transfer character-
stics and flow structure for heat exchangers with longitudinal
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vortex generators �LVGs�. In recent years, the implementation of
vortex generators in fin-and-tube heat exchangers has received
more and more attention. Fiebig �1� numerically and experimen-
tally investigated embedded vortices in an internal flow. Deb and
Biswas �2� numerically analyzed heat transfer characteristics and
flow structure in laminar and turbulent flows through a rectangular
channel containing built-in vortex generators by means of solu-
tions of the full Navier–Stokes and energy equations. Jacobi and
Shah �3� gave an excellent review on heat transfer surface en-
hancement through the use of longitudinal vortices �LVs�. Biswas
et al. �4� experimentally and numerically examined the flow struc-
ture and heat transfer effects of longitudinal vortices in a channel
flow. Liou et al. �5� experimentally investigated heat transfer and
fluid flow in a square duct with 12 different shaped vortex gen-
erators. Gentry and Jacobi �6� experimentally explored the heat
transfer enhancement by delta wing-generated vortices in flat plate
and developing channel flows. More recently, Joardar and Jacobi
�7� experimentally evaluated the potential of winglet type vortex
generator arrays for air-side heat transfer enhancement of a com-
pact plain fin-and-tube heat exchanger by full scale wind tunnel
testing. They �8� also numerically investigated the flow and heat
transfer enhancement using an array of delta winglet vortex gen-
erators in a fin-and-tube heat exchanger. O’Brien et al. �9� experi-
mentally investigated the forced convection heat transfer in a nar-
row rectangular duct fitted with an elliptical tube and one or two
delta winglet pairs. They found that the addition of the single
winglet pair to the oval tube geometry yielded significant heat
transfer enhancement, averaging 38% higher than the oval tube
with no winglet case.

From the traditional point of view, the reasons why the vortex

generators such as wings or winglets can augment heat transfer

SEPTEMBER 2009, Vol. 131 / 091903-109 by ASME
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re attributed to intensified fluid mixing, boundary layer modifi-
ation, and flow destabilization. Guo et al. �10� proposed a novel
oncept for convective heat transfer enhancement of parabolic
ow, and they indicated that the reduction in the intersection angle
etween the velocity and temperature gradient can effectively en-
ance the heat transfer. Furthermore, Tao and co-workers �11,12�
roved this new concept for elliptic flow with a not too small
eclet number �greater than 100�. Qu et al. �13� numerically de-
igned several kinds of efficient slotted fin surfaces using the field
ynergy principle. In the present study, the effects of three param-
ters �the Reynolds number, the number of vortex generators, and
he tube bank arrangement� on heat transfer characteristics and
uid flow structure of fin-and-tube heat exchangers with vortex
enerators are explored. The heat conduction in the fins and the
hickness of the vortex generators are considered. The temperature
istribution in the fins will be determined by solving the conjugate
eat transfer problem. A full scale model is adopted in our numeri-
al study, which involves all the tube rows in a seven-row fin-and-
ube heat exchanger with vortex generators. On the basis of the
eld synergy principle, we will explore the fundamental mecha-
ism for heat transfer enhancement.

Model Descriptions

2.1 Physical Model. The schematics of a fin-and-tube heat
xchanger with longitudinal vortex generators is shown in Fig. 1.
here are four basic vortex generators—delta wing, rectangular
ing, delta winglet pair, and rectangular winglet pair �see Fig. 2�.

n this present study, we adopt the rectangular winglet pair as the
ortex generator. Figure 3 shows the dimensions of rectangular

ig. 1 Schematic of the core region of a fin-and-tube heat ex-
hanger with RWPs
Fig. 2 Four basic vort

91903-2 / Vol. 131, SEPTEMBER 2009
winglet pairs and their placement with respect to the tube. In Fig.
4, X is the streamwise direction, Y is the spanwise direction, and Z
stands for the fin pitch direction. Figure 4�a� gives a top view of
the computational domain for a fin-and-tube heat exchanger with
rectangular winglet pairs �RWPs�, and Fig. 4�b� presents a side
view of the computational domain. Two neighboring fins form a
channel with H=3.63 mm, B=12.7 mm, and L=177.8 mm. The
first tube, with diameter D=10.67 mm, is located at X
=12.7 mm from the inlet of the flow channel. The fin material is
aluminum and the fin thickness is Ft=0.18 mm. The air inlet
temperature is 310.6 K and the tube temperature is 291.77 K.
Because of the geometry character of the symmetry of the fin-and-
tube heat exchanger, the region �in the x–y plane� outlined by the
dashed lines in Fig. 4�a� is selected as the computational domain.
Due to the high heat transfer coefficient inside the tube and the
high thermal conductivity of the tube wall, the tube temperature is
set as constant. However, the temperature distribution on the fin
surface is unknown and will be determined during the iteration
process. In order to solve this conjugated problem, the computa-
tional domain should contain the whole fin surface during the
numerical simulation. Therefore, the region �in the x–z plane�
outlined by the dashed lines in Fig. 4�b� is taken as the computa-
tional domain due to the geometry character of periodicity.

Fig. 3 Winglet type vortex generator dimensions and the
placement with respect to the tube
ex generator forms
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The actual computation domain is extended by 5H at the inlet
o maintain the inlet velocity uniformity, and the domain is ex-
ended by 30H at the exit to ensure a recirculation-free flow there.
o save space, the extended domain is not pictured in Fig. 4.

2.2 Governing Equations and Boundary Conditions. The
uid is considered incompressible with constant properties. Ac-
ording to Ferrouillat et al. �14�, the generation of longitudinal
ortices is a quasi-steady phenomenon. Consequently, due to the
ow inlet velocity and the small fin pitch, the flow in the channel
f the compact heat exchanger is assumed to be laminar and
teady. Fin thickness and heat conduction in the fins and vortex
enerators are taken into account.
For the simplicity of presentation, the governing equations and

oundary conditions for numerical simulation in this paper can be
ound in Ref. �13� and will not be restated here.

2.3 Numerical Methods. The Navier–Stokes and energy
quations with the boundary condition equations are solved by
sing a computational fluid dynamics code �FLUENT�. In order to
mprove the accuracy of the simulation results, the grids around
he tubes and the vortex generators are refined. The convective
erms in the governing equations for momentum and energy are
iscretized with the second upwind scheme. The coupling be-
ween velocity and pressure is performed with SIMPLE algo-
ithm. The convergence criterion for the velocities is that the
aximum mass residual of the cells divided by the maximum

esidual of the first five iterations is less than 1.0�10−5, and the
onvergence criterion for the energy is that the maximum tem-
erature residual of the cells divided by the maximum residual of
he first five iterations is less than 1.0�10−8.

2.4 Parameter Definitions. The definitions of Re number, av-
rage Nu number, friction factor f , and Colburn factor j are as

Fig. 4 Coordinate system
ollows:

ournal of Heat Transfer
Re = �VmDh/�, Nu = hH/� �1�

f =
�P

�Vm
2

2

AT

Amin

, j = St · Pr2/3, St =
h

�Vmcp
�2�

where Vm, �, and � are the mean velocity in the minimum flow
cross section of the flow channel, dynamic viscosity, and thermal
conductivity, respectively; Dh is the hydraulic diameter; �P is the
pressure drop across computational domain; AT is the total heat
transfer surface area; Amin is minimum flow cross section area;
and H is the height of the flow channel.

The mean temperature and pressure of a cross section are de-
fined as

T̄ =

� �
A

uTdA

� �
A

udA

, p̄ =

� �
A

pdA

� �
A

dA

�3�

The total heat transfer, pressure loss, and log mean temperature
difference are defined as

Q = ṁcp�T̄out − T̄in�, �P = p̄in − p̄out �4�

�T =
�Tw − T̄in� − �Tw − T̄out�

ln��Tw − T̄in�/�Tw − T̄out��
�5�

The heat transfer coefficient is defined as

h =
Q

�6�

d computational domain
an
A�T
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Validation of Numerical Results
In order to validate the independency of solution on the grid,

hree different grid systems are investigated, which include about
00,000, 1,260,000, and 1,500,000 cells, respectively, for the fin-
nd-tube heat exchanger with one RWP. The change in the aver-
ged Nu number is less than 3% among the three different grid
ystems. For the present study, the final grid number is selected to
e about 1,260,000. Similar validations are also conducted for
ther cases.
In order to validate the reliability of the numerical method be-

ng used, the numerical simulation is conducted for a fin-and-tube
eat exchanger with the same geometrical configurations as pre-
ented in Ref. �7�. The predicted results are compared with the
xperimental results from Ref. �7�. The overall pressure loss pen-
lty �P and the air-side heat transfer coefficient hair are shown in
igs. 5�a� and 5�b�, respectively. The average discrepancy be-

ween the predicted pressure loss and the experimental values is
ess than 11%, and the average discrepancy between the predicted
ir-side heat transfer coefficient and the experimental values is
ess than 5%. The good agreement between the predicted and
xperimental results indicates that the numerical model is reliable
o predict heat transfer characteristics and flow structure in com-
act heat exchangers.

Results and Discussion

4.1 Flow Pattern and Heat Transfer. In order to study the
nfluence of RWPs on the heat transfer characteristics and flow
tructure for fin-and-tube heat exchangers, a comparative investi-
ation for fin-and-tube heat exchangers with and without RWPs is
erformed. The RWPs are symmetrically mounted adjacent to the
ubes. The angle of attack � is set at 15 deg. The Re based on the
ydraulic diameter ranges from 500 to 880. Figure 6 shows dif-
erent configurations for fin-and-tube heat exchangers with and
ithout RWPs.
Figure 7 presents the local velocity distribution on the middle

ross section �parallel to the x–y plane� for the baseline case and
he inline-3RWP case at Re=850. From Fig. 7�a� it can be seen
hat a recirculation region behind the tube is formed. The recircu-
ating flow is separated from the main stream, and the fluid in this
egion is thermally isolated. Owing to this, a poor heat transfer
one is developed. Comparing Fig. 7�a� with Fig. 7�b� we can see
hat the velocity distribution and the wake structure for the inline-
RWP case are totally different from those for baseline case. The

ig. 5 Experimental numerical comparison of hair and �P for
odel validation
WPs for the inline-3RWP case develop longitudinal vortices,

91903-4 / Vol. 131, SEPTEMBER 2009
which delay the boundary layer separation from the tube, reduce
the size of recirculation region, accelerate the local flow velocity,
intensify the mixing between cold fluid and hot fluid, disrupt the
thermal boundary layer, and thus enhance heat transfer. From Fig.
7�b� we can see that the point of separation on the tube travels
downstream, and the size of the recirculation region is reduced.
Figure 8 illustrates the local temperature distributions on the
middle cross section �parallel to the y–z plane� for the baseline
case and the inline-3RWP case at Re=850. Comparing Fig. 8�a�
with Fig. 8�b� we can see that the temperature distribution in the
vicinity of the inlet region is almost identical for the baseline case
and the inline-3RWP case. As the air approaches the RWPs, the
longitudinal vortices are generated and the heat transfer is signifi-
cantly enhanced. The enhancement of heat transfer is notable even
far downstream of RWPs because the longitudinal vortices persist
for several winglet chords. Thus, the temperature behind the
RWPs for the inline-3RWP case is distinctly lower than that in the
corresponding region for the baseline case. The results indicate
that the RWPs can significantly enhance the heat transfer with
moderate pressure loss penalty.

Figure 9 shows the longitudinal distribution of line-weighted
average Nusselt number on the RWP-mounted fins for the base-
line and the three enhanced configurations at Re=850. For both
the baseline and enhanced configurations, the variations in the
Nusselt number are almost identical up to the location of the first
tube. The Nusselt number is very high in the vicinity of the inlet
region and decreases gradually along the flow channel until the
first fin-and-tube junction. The extremely high Nusselt number at

Fig. 6 Different configurations for fin-and-tube heat exchang-
ers with and without RWPs

Fig. 7 Local velocity distributions on the middle cross section

for the baseline case and the inline-3RWP case at Re=850

Transactions of the ASME
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he inlet region can be primarily attributed to the large tempera-
ure gradient and the thin boundary layer at the entrance region.

ith the growth of velocity and thermal boundary along the chan-
el, the Nusselt number decreases. For the baseline case, the curve
hows seven peaks �the locations for the peaks are X=25.3 mm,
4.1 mm, 79.2 mm, 104.4 mm, 129.5 mm, 154.6 mm, and 181.6
m� at the same intervals along the longitudinal direction, corre-

ponding to the junctions of fin and the seven tubes. This is
ainly due to the formation of horseshoe vortices at the fin-and-

ube junction. After the first tube, for the baseline configuration,
he curve decreases abruptly until it meets the second tube in the
hannel. However, for the enhanced configurations, the curves
ecrease a little and rise to a new peak �located at X=30.7 mm�
efore the second tube. This is mainly due to the formation of
ongitudinal vortices around the RWPs in the vicinity of the first
ube. It can be seen clearly from the figure that the average Nus-
elt number in the wake region of the tube for the baseline case is
pparently lower than that for the enhanced case. For the inline-
RWP case, the curve in the wake region of the tube is slightly
igher than that for the inline-1RWP case and the inline-3RWP
ase. This can be attributed to the generation of the strong swirl-
ng flow by RWPs. The strong swirling flow can drag the fluid in
he wake region to the mainstream and enhance the mixing. The
ake will be suppressed by the high momentum swirling flow and

Fig. 8 Local temperature distributions on
and the inline-3RWP case at Re=850

ig. 9 Longitudinal distributions of line-weighted average
usselt number on the RWP-mounted fins for the baseline case

nd three enhanced cases at Re=850

ournal of Heat Transfer
the size of the wake region will be reduced and the heat transfer is
augmented. Comparing the curves for the inline-1RWP case, the
inline-3RWP case, and the inline-7RWP case, it can be found that
there are seven pairs of peaks around tube 1 �the locations for the
peak pair are X=25.3 mm and 30.7 mm�, tube 2 �X=46.9 mm
and 54.1 mm�, tube 3 �X=72.0 mm and 79.2 mm�, tube 4 �X
=98.9 mm and 106.2 mm�, tube 5 �X=124.1 mm and 131.3
mm�, tube 6 �X=149.3 mm and 156.4 mm�, and tube 7 �X
=169.0 mm and 179.7 mm� for the inline-7RWP case, and there
are three pairs of peaks around the tube 1 �X=25.3 mm and 30.7
mm�, tube 3 �X=73.8 mm and 81.0 mm�, and tube 5 �X
=124.1 mm and 131.3 mm� for the inline-3RWP case. However,
there is one pair of peaks for the inline-1RWP case around tube 1
�X=25.3 mm and 30.7 mm�. But for the baseline configuration,
there is only one peak in the vicinity of the tubes. It is interesting
to note that the location of the pair of peaks is corresponding to
the location of the tubes and RWPs. The presence of the peak pair
around the tube may be due to the formation of horseshoe vortices
by the fin-and-tube junction and the formation of LVs by RWPs.
After the fifth tube, the heat performance of the baseline configu-
ration gradually approaches that of the enhanced configurations.

Figure 10�a� presents the variation in the air-side heat transfer
coefficient hair versus the Re number. It can be seen from Fig.
10�a� that the heat transfer coefficients hair for both the baseline
case and the enhanced cases increase with increasing Reynolds
number. With a higher value of Reynolds number, the thermal

middle cross section for the baseline case

Fig. 10 Variations in the air-side heat transfer coefficient hair
the
and the pressure drop �P versus the Re number

SEPTEMBER 2009, Vol. 131 / 091903-5
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oundary layer thickness decreases and the degree of fluid mixing
ncreases. Consequently, a global augmentation in heat transfer is
bserved with the increase in Reynolds number. Comparing with
he baseline case, the heat transfer coefficient for the inline-1RWP
ase is improved by 28.1–43.9% over the range of the Reynolds
umber considered. The heat transfer coefficient for the inline-
RWP case is increased from 71.3% at Re=500 to 87.6% at Re
880 compared with the baseline case. The inline-7RWP case

mproves the heat transfer coefficient hair from 98.9% to 131%
ver the baseline case. These numerical results demonstrate that
he winglet vortex generators can significantly improve the heat
ransfer performance of the fin-and-tube heat exchangers. Figure
0�b� shows the relation of the pressure drop �P and the Re
umber. The heat transfer augmentation is usually accompanied
y additional pressure drop penalty. Comparing with the baseline
ase, the inline-1RWP case increase in �P by 11.3–25.1% over
he range of the Reynolds number considered, the inline-3RWP
ase increase in �P by 54.4–72%, and 88.8–121.4% for the

ig. 11 Different configurations for fin-and-tube heat exchang-
rs with staggered arrangement

Fig. 12 Variations in the air-side heat trans

the overall performance j / f versus the Re num

91903-6 / Vol. 131, SEPTEMBER 2009
inline-7RWP case. The incremental pressure drop is mainly due to
the additional formed drag induced by the winglet vortex genera-
tors.

4.2 Influence of the Tube Bank Arrangement. In order to
study the influence of the tube bank arrangement on the heat
transfer characteristics and the flow structure for fin-and-tube heat
exchangers with RWPs, a comparative investigation for fin-and-
tube heat exchangers with inline arrangement and staggered ar-
rangement was performed. The angle of attack � is set at 15 deg.
The Re based on the hydraulic diameter ranges from 500 to 880.
Figure 11 shows different configurations for fin-and-tube heat ex-
changers with staggered arrangement.

The thermal hydraulic performances of the heat exchangers
with staggered tube arrangement are compared with the heat ex-
changers with inline tube arrangement in Fig. 12. For the 1-RWP
case, the heat transfer coefficient of the staggered-1RWP case is
increased by 29.1–35.1% compared with that of the inline-1RWP
case. For the 3-RWP case, the staggered-3RWP case improves the
heat transfer coefficient from 19.1% to 24.2% over the inline-
3RWP case. For the 7-RWP case, the staggered-7RWP case causes
an increase of 17.4–20.1% in the heat transfer coefficient over the
inline-7RWP case. Comparing with the inline tube arrangement,
the heat transfer enhancement for staggered tube arrangement is
mainly due to the horseshoe vortices generated in the fin-tube
junction. For the inline tube arrangement, the second and the sub-
sequent tubes are in the tube wake of their upstream tubes. The
heat transfer in the tube wake is very poor, and therefore the tube
wake greatly reduces the high heat transfer potential of the tube.
However, for the staggered tube arrangement, the formation of
horseshoe vortices and the large temperature gradient around the
tube can play the biggest role in heat transfer augmentation.

The heat transfer enhancement is accompanied by additional
pressure losses. The results presented in Fig. 12�b� indicate the
pressure drop associated with the inline and staggered tube ar-
rangements at different Reynolds numbers. In comparison with
the inline tube arrangement, the staggered-1RWP case increases
the pressure drop from 46.9% to 54.1% over the inline-1RWP

coefficient hair, the pressure drop �P, and
fer

ber
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ase, the staggered-3RWP case improves the pressure drop from
2.1% to 31.9% over the inline-3RWP case, and the pressure drop
f the staggered-7RWP case is increased by 19.6–25.8% com-
ared with that of the inline-7RWP case. The additional pressure
rop penalty is primarily due to the form drag of staggered tubes.
The overall performance of the fin-and-tube heat exchangers

ith different tube arrangements are evaluated using the criterion
f the area goodness factor j / f . The staggered cases are compared
ith the inline cases in Fig. 12�c�. For the Reynolds number rang-

ng from 500 to 880, all the inline configurations have a better
erformance than the corresponding staggered configurations. For
he case of 1-RWP, the inline-1RWP case increases the j / f ratio
rom 9.3% to 19.3% over the staggered-1RWP case. For the case
f 3-RWP, the inline-3RWP case improves the j / f ratio from 2.6%
o 7.2% compared with the staggered-3RWP case. For the case of
-RWP, the inline-7RWP case causes an increase of 2.3–7.1% in
he j / f ratio over the staggered-7RWP case. It is interesting to
ote that the influence of the tube arrangement on the overall
erformance becomes progressively small with the increasing
umber of the RWPs. From the viewpoint of “area goodness,” the
nline-1RWP case will require a smaller frontal area than the other
ases.

4.3 Discussion on Fundamental Mechanism for Heat
ransfer Enhancement. As mentioned above, from the tradi-

ional perspective, vortex generators can enhance convective heat
ransfer because they can disrupt the boundary layer, intensify the
ixing, and increase the disturbance in the channel. All these

unctions serve ultimately to bring about heat transfer augmenta-
ion. However, this is insufficient to reveal the fundamental
echanism for heat transfer enhancement. According to the field

ynergy principle �FSP� proposed by Guo et al. �10�, it was proved
y Tao and co-workers �11,12� that the existing single phase con-
ective heat transfer enhancement methods can be unified by FSP.
or simplicity, the details about FSP can be found in relevant
eferences �10–13� and will not be restated here.

The local intersection angle between the velocity vector and the
emperature gradient at a grid node is defined as

� = cos−1� U • �T

�U���T�� = cos−1	u
�T

�x
+ v

�T

�y
+ w

�T

�z

�U��grad T�

 �7�

he average intersection angle of the computation domain can be
btained by using numerical integration

�m =

�
i,j,k

�i,j,k�xi�yj�zk

�
i,j,k

�xi�yj�zk

�8�

here the subscripts i, j, and k refer to the control volume of the
uid.
The average intersection angles for the baseline configuration

nd enhanced configurations are presented in Fig. 13. From the
gure we can see that the average intersection angle increases
ith the increasing Reynolds number for the three configurations,
hich indicates that the synergy between the velocity and the

emperature gradient becomes worse with the increasing Reynolds
umber. However, at the same Reynolds number the average in-
ersection angle �m for the enhanced configurations is smaller than
hat for the baseline configuration, which indicates that the syn-
rgy for the enhanced configurations is better than that for the
aseline configuration. For the same Reynolds number, the aver-
ge intersection angle of the baseline configuration is the largest,
hile that of the staggered-1RWP case is the smallest, which is in

ccordance with their corresponding heat transfer performance.
In order to have a more intuitive understanding of the field

ynergy principle, Fig. 14 presents the streamlines and the isother-

al distributions on the middle cross section �parallel to the x–y

ournal of Heat Transfer
plane� for baseline configuration and enhanced configurations at
Re=850. From the figures we can see that in the vicinity of the
inlet regions, the isotherms are almost perpendicular to the local
streamlines, which indicates that the temperature gradient are al-
most in the same direction as the velocity vector. This implies an
excellent synergy between the velocity field and the temperature
field. For the baseline case, it can be seen clearly in Fig. 14�a� that
the recirculation regions appear in the rear of the tubes, which
indicates poor heat transfer there. Furthermore, in most part of the
channel for the baseline case, especially in the rear of the tubes,
the isotherms are almost parallel to the local streamlines, which
indicates a bad synergy between the velocity field and the tem-
perature field. It appears that the poor heat transfer regions are the
same regions of bad synergy. This is in accordance with the field
synergy principle. Due to the presence of RWPs for the inline-
1RWP case, the velocity field and the temperature field are modi-
fied. From Figs. 14�c� and 14�d� it can be seen clearly that the
synergy between the velocity field and the temperature field for
the inline-1RWP case is significantly improved, especially in the
downstream region of the RWPs. However, for the inline-1RWP
case, in the downstream region of the channel, the strength of
longitudinal vortices decays, and the synergy between the velocity
and temperature gradient is not improved a lot in comparison with
the baseline configuration. For the staggered-1RWP case, we can
see from Fig. 14�e� and 14�f� that the synergy between the veloc-
ity and the temperature gradient is further improved in compari-
son with the inline-1RWP case. The better synergy is mainly due
to the staggered arrangement of the tubes. For the inline-1RWP
case, the second and the subsequent tubes are in the wake region
of their upstream tubes. The wake region of the tube is associated
with the low heat transfer coefficient. Therefore the second and all
the subsequent tubes are in poor heat transfer region, and it does
nothing good to heat transfer enhancement. However, for the
staggered-1RWP case, the upstream fluid will directly encounter
with the front part of each tube in the channel, and horseshoe
vortices will be generated to augment the heat transfer. Conse-
quently, the heat transfer of the staggered-1RWP case is better
than that of the inline-1RWP case.

5 Conclusions
In this paper, three-dimensional numerical simulations are em-

ployed to investigate the heat transfer characteristics and flow
structure in full scale fin-and-tube heat exchangers with RWPs.
The major conclusions are drawn as follows.

�1� Comparing with the baseline case, the heat transfer coeffi-
cient of the fin-and-tube heat exchanger is improved by

Fig. 13 The average intersection angles for baseline configu-
ration and enhanced configurations
28.1–43.9%, 71.3–87.6%, and 98.9–131% for the inline-
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1RWP case, the inline-3RWP case, and the inline-7RWP
case, respectively. The corresponding pressure drop penalty
is also increased. The enhancement in heat transfer coeffi-
cient outweighs the additional pressure drop penalty gener-
ated by RWPs.

�2� The staggered arrangement of tube bank provides a better
heat transfer coefficient for the fin-and-tube heat exchanger
compared with the inline tube arrangement. The staggered
tube arrangement avoided the second and all subsequent
tubes being in the tube wake of their upstream tubes, which
reduce the bad influence of tube wake on downstream
tubes, and hence, augment the heat transfer in the flow
channel. The pressure loss penalty for the staggered ar-
rangement is also increased due to the extra form drag in-
duced by the staggered tubes.

�3� For the range of Reynolds number considered, the average
intersection angles �m decreases in the order of the baseline
case, the inline-1RWP case, and the inline-3RWP case;
however, the heat transfer performance increases in the or-
der of the inline-3RWP case, the inline-1RWP case, and the
baseline case. The smaller intersection angle �m means the
better synergy between the velocity and the temperature
gradient. The better synergy causes higher heat transfer per-
formance for the heat exchanger.
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omenclature
AT � total heat transfer surface area �m2�

Amin � minimum flow area �m2�
b � span of rectangular winglet �m�
B � channel width �m�
c � rectangular winglet chord length �m�

cp � specific heat �J/kg K�
D � outer tube diameter �m�

D

Fig. 14 Distributions of isothermals
enhanced cases
h � hydraulic diameter, �Dh=4AminL /AT�

91903-8 / Vol. 131, SEPTEMBER 2009
f � friction factor
Fp � fin pitch �m�
Ft � fin thickness �m�
h � heat transfer coefficient �W /m2 K�
H � channel height �m�
j � Colburn factor
L � flow length �m�
N � the number of control volume or point

Nu � Nusselt number
P � pressure �Pa�

�P � air-side pressure drop �Pa�
Pr � Prandtl number
Q � heat transfer capacity �W�

Re � Reynolds number
T � temperature �K�

Tin � inlet temperature �K�
Tw � wall temperature �K�
T̄ � bulk average temperature �K�
p̄ � bulk average pressure �Pa�
u � velocity in x-direction

uin � frontal velocity �m/s�
U � velocity vector �m/s�
v � velocity in the y-direction

Vm � mean velocity at Amin �m/s�
w � velocity in the z-direction

Greek Symbols
� � angle of attack �deg�
� � dynamic viscosity �Pa s�
� � density �kg /m3�
� � thermal conductivity �W / �m K��
� � the local intersection angle �deg�

	 � computational domain

 � diffusion coefficient
� � winglet aspect ratio

Subscripts
in � inlet parameter
m � mean value

out � outlet parameter

d streamlines for baseline case and
an
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w � wall
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Electron-Phonon Interaction
Model and Its Application to
Thermal Transport Simulation
During Electrostatic Discharge
Event in NMOS Transistor
First, the electron-phonon interaction model, which has recently been developed by au-
thors for thermal predictions within the silicon devices in micro/nanoscales, is verified
through the comparison with the experimental measurement of average temperature rise
in the channel region of a silicon-on-insulator (SOI) transistor. The effect of the silicon
layer thickness of the SOI transistor on phonon thermal characteristics is also investi-
gated. It is found that the thickness effect on the peak temperature of the optical phonon
mode in the hot spot region is negligible due to its very low group velocity. Thus the
acoustic phonons in a specific frequency band, which has the highest scattering rate with
the optical phonons, experience relatively less reduction in the peak temperature as the
silicon layer thickness increases. Second, the electron-phonon interaction model is ap-
plied to the transient thermal transport simulation during the electrostatic discharge
(ESD) event in an n-type metal-oxide-semiconductor (NMOS) transistor. The evolution of
the peak temperature in the hot spot region during the ESD event is simulated and
compared with that obtained by the previous full phonon dispersion model, which treats
the electron-phonon scattering as a volumetric heat source. The results show that the
lower group velocity acoustic phonon modes (i.e., higher frequency) and optical mode of
negligible group velocity acquire high energy density from electrons during the ESD
event, which might cause the devices melting problem. The heat transfer rates by indi-
vidual phonon modes are also examined, and it is found that the key parameter to
determine the phonon heat transfer rate during the ESD event is the product of the
phonon specific heat and the scattering rates with higher energy density phonons in the
hot spot region. �DOI: 10.1115/1.3133882�

Keywords: nanoscale heat transfer, electron-phonon interaction model, hot spot in SOI
transistor, ESD event in NMOS transistor
Introduction
Transient electrostatic discharge �ESD� is a rapid discharge

vent that transfers a finite amount of charge between two bodies
t different potentials. This event occurs because of a charge im-
alance between an integrated circuit �IC� and another object in
he semiconductor devices. Charge transfers from the higher po-
ential body to the lower potential one until the voltages between
hem become equal. The charge movement takes place very rap-
dly, leading to high currents �1�. Both high-current densities and
igh electric fields cause thermal damage on semiconductor de-
ices and result in melting of the devices �2,3�. Such an event
ccounts for more than 25% of the total failure throughout the IC
ife, starting from the wafer fabrication to the end user’s site �4�.
hus the design of a robust ESD protection circuit is very impor-

ant in the IC industry, and accurate ESD thermal simulations can
elp save the design time for protection circuits.
One of the challenges in the design process is a clear under-

tanding of their thermal and electrical characteristics. The trans-
er of charge during the ESD event is the movement of electrons

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received February 4, 2008; final manuscript re-
eived April 9, 2009; published online June 22, 2009. Review conducted by Jayathi

urthy.

ournal of Heat Transfer Copyright © 20
with high energy, and the energetic electrons scatter and deposit
their energy in the silicon lattice through the electron-phonon in-
teraction. The characteristic dimension of the heat generation by
electron-phonon scattering is about 10 nm, which is much shorter
than the phonon mean free path on the order of 100 nm at the
room temperature �5�. Thus the local heating region, i.e., hot spot,
is taken place because of the reduced number of phonon collisions
in the heat generation region �6�.

Thin oxide NMOS transistors are the most commonly used
structures in ESD protection circuits in advanced complementary
metal-oxide-semiconductor �CMOS� processes �3�. Since they
have to be capable of dissipating all the ESD energy themselves,
without incurring damage, the high-current performance of the
NMOS transistors determines the minimum ESD capability of a
given process �3�. The IC industry has standardized on three basic
models to define how charge is transferred during the ESD event,
and they can be characterized by the different origins of the
charges generated. The three different models are: the human
body model �HBM�, the charge device model �CDM�, and the
machine model �MM� �1�. The HBM, which models the discharge
of a human body into an IC, is the most widely used one for the
ESD event prediction �1,7�.

With this HBM, Sverdrup et al. �7� conducted thermal simula-
tions of 0.35 �m NMOS devices by using a gray model approxi-
mation of the Boltzmann transport equation �BTE� and showed

that the thermal failure during the ESD event can take place due to

SEPTEMBER 2009, Vol. 131 / 092401-109 by ASME
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he temperature rise above the melting point, which cannot be
eached by the classical Fourier conduction model. Recently, the
SD problem of the NMOS transistor was also numerically inves-

igated by Narumanchi et al. �8�, and the transient temperature
redictions with the full phonon dispersion model were presented
n comparison with those predicted by different models: the semi
ray model, the gray model, and the Fourier model. In their study,
hey focused on the local heating region ��10 nm� considering
he phonon frequency dependence of the group velocity and the
elaxation time. However, they simply put the heat generation by
lectron-phonon scattering in the equations of the optical or
coustic, or optical and acoustic mode phonons evenly as a heat
ource term.

A rigorous device simulation of the energy transport at micro/
anoscales must use a concurrent electrical �electron-phonon in-
eraction� and thermal �phonon-phonon interaction� model that
akes into account the lattice heating effect. Quite recently, the
lectron-phonon interaction model considering the electron-
honon scattering and phonon-phonon scattering concurrently was
roposed and applied for the numerical simulation of the energy
ransport within the SOI transistor �9�. Although there are quite a
ew reports on the thermal simulation for the prediction of peak
emperature in the SOI transistor �5,9,10�, focusing on the in-
rease in the temperature in the local heating region and thermal
ransport relations between energy carriers, their results have not
een validated against experimental data.
In this study, first, the thermal simulation of the SOI transistor

s conducted using the electron-phonon interaction model, and the
verage temperature in the channel region is compared with ex-
erimental data to validate the present model. The silicon layer
hickness effect on the phonon thermal characteristics is also in-
estigated. Second, the energy transport within the NMOS tran-
istor during the ESD event is simulated by using the electron-
honon interaction model. In order to incorporate this model in
he transient thermal problem, the temporal voltage distribution
quivalent to the heat generation profile is obtained from the gray
odel. Through this approach, we can predict the time to reach

he melting temperature and transient phonon thermal characteris-
ics. In particular, the contribution of each phonon mode to the
otal heat transfer rate is discussed to figure out the dominant
hysical parameter that governs heat transfer characteristics.

Electron-Phonon Interaction Model
Although the complete details of the electron-phonon interac-

ion model have been presented by Jin and Lee �9�, some impor-
ant features are summarized below.

Narumanchi et al. �11� proposed the full phonon dispersion
odel to describe the phonon dispersion and polarization effects

f phonon-phonon scattering in silicon. The acoustic mode and
ptical mode BTEs can be expressed, respectively, as �11�

�ei�

�t
+ � · �viŝei�� = �ei

0 − ei���ii + �
j=1

j�i

Nbands�� 1

4�
	

Tref

Tij

CidT − ei�
�ij�
�1�

�eo

�t
= �

j=1

Nbands−1 �	
Tref

Toj

CodT − eo
�oj + qvol �2�

here Ci and Co are the specific heats of ith acoustic and optical
honon bands, respectively, ei� and eo are the volumetric energy
ensities for a given acoustic band in a specific direction of propa-
ation and for an optical band, respectively. ei

0 is the equilibrium
nergy density, Tij and Toj are the interaction temperatures, �ij,
ii, and �oj are the scattering rates for each scattering process, and
bands is the total number of frequency bands. Detail definitions of
hese quantities are given in Ref. �11�. In the present simulation, it

92401-2 / Vol. 131, SEPTEMBER 2009
is assumed that the phonon specific heat is independent of tem-
perature because its value is almost constant at the high tempera-
tures above 300 K �11�. The source term qvol in Eq. �2� is the
volumetric heat generation, which is the total energy transfer rate
from electrons to phonons by scattering �Joule heating� in the
device.

It is clear that in the submicron devices with high electric fields,
optical phonons will be generated. Although the optical phonons
interact with hot electrons, their group velocity is very low, and
hence they do not conduct any heat. Hence, they eventually decay
into acoustic phonons that conduct heat throughout the device,
and finally to the package. It is well known that the relaxation
time of the electron-phonon interaction process ��0.1 ps� is about
two orders of magnitude faster than the phonon-phonon relaxation
time ��10 ps� in silicon �12�. Each process can thus be assumed
as a quasi-thermal equilibrium, and the electron-phonon interac-
tion can be handled separately from phonon-phonon scattering.
Consequently, the energy transport from electrons to phonons can
be analyzed by using the present electron-phonon interaction
model, and the energy change rate through phonon-phonon inter-
action can be determined by solving the full phonon dispersion
equations.

In the electron-phonon interaction model, it is assumed that the
temperature dependence of the free carrier density due to thermal
excitation of electrons is negligible over the temperature range
considered in this analysis under high doping conditions �9�. With
the assumption that the electron relaxation times are independent
of the strength and type of the perturbation, the relaxation time
approximation is also valid for the electron BTE �13�. Both the
impurity scattering and impact ionization of electrons are assumed
negligible compared with the electron-phonon interaction in re-
spect to the energy exchange �9�.

The bottom edge of the conduction band in silicon is composed
of six equivalent energy minima, or valleys, located at symmetri-
cal positions within the first Brillouin zone, as shown in Fig. 1.
The scattering by lattice vibrations can then be expected to cause
two different types of electronic transitions, i.e., transitions be-
tween states within a single valley �called intravalley scattering�,
and transitions between states in different valleys �called interval-
ley scattering�. The intervalley scattering can be of g-type, when
electrons scatter between valleys on the same axis, e.g., from
�100� to ��100�, or f-type when the transition occurs between
valleys on perpendicular axes, e.g., from �100� to �010� �14�.

Allowed electron transitions in the momentum space due to
phonon scattering are illustrated in Fig. 2. It can be shown by the

Fig. 1 Three-dimensional view of the ellipsoidal conduction
band valleys of silicon within the first Brillouin zone in the mo-
mentum space with denoting intervalley „f- and g-processes…
and intravalley scatterings
simple geometrical arguments that both of these process types of
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lectron-phonon scattering must occur through the Umklapp pro-
ess, in which the sum of the phonon wavevector and the change
f electron wavevector is equal to a principal vector of the recip-
ocal lattice. The wavenumbers of participated phonons in each
lectron transition can clearly be defined from energy and momen-
um conservations from the previous studies �14,15�. Those are
int�0�0.25kmax for intravalley scattering, kf �kmax for

f-process, and kg�0.3kmax for g-process. These values are shown
n Fig. 2�a� with corresponding phonon bands of the full phonon
ispersion model �six LA bands, six TA bands, and one optical
and�. The intravalley transitions involving optical mode phonons
re negligible in silicon �16�. It is important to note from Fig. 2�a�
hat the phonon bands involved in electron transition processes are
A1�LA3, LA6, TA1�TA4, TA6, and the optical mode, as

ndicated in Fig. 2�b�.
The electron energy is transferred by electron-phonon scatter-

ng, and the energy carriers �electron and phonon� experience the
hange in their energy density. These change rates can be calcu-
ated by defining the following quantities �9�,

ee =	
Tref

Te

CedT, Ce =
�2

2
� kBTe

EF

�ekB,

	
Tref

Tej

�Ce + Cj�dT =	
Tref

Te

CedT +	
Tref

Tj

CjdT �3�

here ee is the electron energy density, Te is the electron tempera-
ure, Ce is the electron specific heat �12�, kB is the Boltzmann
onstant, EF is the Fermi energy, �e is the doping density, and Tej
s the interaction temperature corresponding to the electron and
coustic phonon interaction �Tea� or optical phonon interaction
Teo�. The index j indicates either acoustic or optical phonon. In
alculating Tej, we assume that the thermal interaction processes
nvolve only one electron band so that there is no recombination
rocess �9�. The electron-phonon interaction temperatures are cal-
ulated by the same procedure described in Ref. �11�.

By the definitions given above, the BTE for the electron energy
hange rate can be expressed in terms of the intravalley scattering
ate �int, g-process scattering rate �g, and f-process scattering rate

ig. 2 „a… Phonon wavenumbers related to electron–phonon
nteraction „TO: transverse optical mode, LO: longitudinal opti-
al mode, LA: longitudinal acoustic mode, and TA: transverse
coustic mode…. „b… The participating phonon bands in the
lectron-phonon interaction.
f as follows:

ournal of Heat Transfer
�ee

�t
+ vd · �ee + F ·

�ee

�P�
= �

a=1

5 �	
Tref

Tea

CedT − ee
�int

+ �
a=6

9 �	
Tref

Tea

CedT − ee
� f or g

+ �	
Tref

Teo

CedT − ee
�g

+ �
f=1

2 �	
Tref

Teo

CedT − ee
� f �4�

The first and second terms on the right hand side account for the
electron interaction with phonons in acoustic bands, and the third
and forth terms represent the scattering between electrons and
phonons in optical bands. F denotes the external force, which is
given by F=��, where � is the electronic charge and � is the
electric field. The momentum �P� derivative term can also be
given by �ee /�P=vd /V, where V is the volume. The energy
change rate for each acoustic and optical phonon mode can also
be described by modifying the scattering terms of the right hand
side in Eqs. �1� and �2�, and by applying the electron-phonon
interaction temperatures, Tea and Teo. It follows that

�ei�

�t
+ � · �viŝe�� = � 1

4�
	

Tref

Tea

CidT − e�
�int or �f or g� �5�

�eo

�t
= �	

Tref

Teo

CodT − eo
�g + �
f=1

2 �	
Tref

Teo

CodT − eo
� f �6�

where Te can be determined from the average electron energy

Ee�, which is given by Pop et al. �17�. They calculated the heat
generation profile as a function of the applied voltage, and sug-
gested the relation of 
Ee��0.4�Va by using the Monte Carlo
�MC� method for the ballistic diode with 20 nm channel length,
where Va is the applied voltage. Thus, Te can be expressed as

Te =
2
Ee�
3kB

−
1

3kB
m��vd�2 �7�

by using the kinetic and potential energy of electron in the con-
duction band. In Eq. �7�, vd is the electron drift velocity and m� is
the electron effective mass, which can be assumed as the electron
density of states effective mass md= �mt

2ml�1/3, where the trans-
verse mass mt=0.196m0 and the longitudinal mass ml=0.916m0
�m0 is the mass of a free electron� �18�. The electron drift velocity
is given by vd=�e�, where the electron mobility, �e, is chosen as
80 cm2 /V s at the n-type doping density of 1020 cm−3 �19�.

3 Model Validation
Since the experimental data of the lattice temperature distribu-

tion in submicron scales is not available due to the lack of the
state-of-the-art measurement technique with submicron resolution,
the average temperature rise can be used to validate the simulation
results. Goodson et al. �20� measured the average channel tem-
perature rise in the SOI transistors. In their study, the gate served
as an electrical-resistance thermometry for measuring the average
channel temperature. As discussed in Ref. �5�, the doping profiles
used in the experiment of Goodson et al. �20� are unknown. In
general, the doping depth of the source and drain is much shal-
lower than the silicon layer thickness of devices. However, if the
silicon layer thickness shrinks down to the fully depleted regime,
the doping effect should be accounted in the device simulation
�21�. In this work, the doping effect of the source and drain re-

gions on the thermal transport is neglected. The doping in the
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hannel region is also assumed to have uniform distribution of
oron atoms �6�1017 cm−3� as given in Ref. �20�.
Figure 3 depicts the schematic of the test SOI transistor of

oodson et al. �20� and simulation conditions. They measured the
hannel temperatures for three different cases with the silicon
ayer thickness of 41 nm, 78 nm, and 177 nm placed on top of a
hicker insulating SiO2 layer of 359 nm in thickness. All bound-
ries, except the top side, were maintained at 303 K, which served
s heat sinks while the top boundary is assumed diffusely reflect-
ng �adiabatic condition�. As shown in Fig. 3, the location of the
ot spot is assumed as being in the terminal of the channel by the
rain side, because both theoretical �5,17,22,23� and experimental
24� works reported that the local heating has taken place near the
nd of the channel region by the drain side. Especially, Kwon et
l. �24� measured the temperature distributions on the cross-
ectional surface of an operating metal-oxide-semiconductor field-
ffect transistor �MOSFET� by using a scanning thermal micros-
opy, and showed that as the drain bias increases, the hot spot
oves to the drain side. In the simulation, the hot spot size is

ssumed as 10�10 nm2. In the hot spot region, the angular res-
lution in the octant is 8�8 and spatial grids of 10�10 are used
ith uniform mesh size. Although spatial grid may be related to

he propagation speed, the same mesh is applied for the electron
nd phonon BTEs because the domain �i.e., hot spot� size is ex-
remely small. The spatial grids are chosen as 130�64 for the
ilicon layer thickness of 41 nm, 130�70 for 78 nm, and 130
76 for 177 nm. The angular resolution in the octant of 4�4 is

sed. These grids provide converged results within 0.1% regard-
ess of the mesh size.

The numerical procedure to calculate the energy transport from
ot electrons to phonons by scattering in the hot spot region is
xplained in Ref. �9�. A hot strip of 10�10 nm2 �cross section�
10 �m �length�, which is assumed as n-type single-crystal sili-

on doped to 1020 cm−3 of arsenic atoms �refer to Ref. �20��, is
mbedded in the hot spot region.

As discussed by Jin and Lee �9�, we assume that the electron-
honon interaction process can be handled separately from the
honon-phonon interaction process. Thus first, the equations for
he electron-phonon interaction �Eqs. �4�–�6�� are solved simulta-
eously until a quasi-equilibrium is reached between electrons and
honons in the hot spot region. Then, the full phonon dispersion
quations �Eqs. �1� and �2�� are solved in all silicon domains
ncluding the hot spot region.

The additional dopant impurity within the silicon layer is mod-
led simply below, as proposed by Mazumder and Majumdar �25�,

�imp,i =
1

�imp,i
= 	
i�evg,i �8�

here 	 is a constant set as 50 �11�, which can be empirically
etermined by the best fit to the experimental data, and 
i is the

ig. 3 Two-dimensional computational domain with experi-
ental conditions of the silicon-on-insulator transistor
cattering cross section of ith phonon band expressed as

92401-4 / Vol. 131, SEPTEMBER 2009

i = �r2� �rki�4

�rki�4 + 1
� �9�

where r is the atomic radius of the impurity, and ki is the ith band
phonon wavenumber. The additional impurity scattering rate,
�imp,i, can be added on the right hand side of the full phonon
dispersion equation �Eq. �1�� to yield

�ei�

�t
+ � · �viŝei�� = �ei

0 − e����ii + �imp,i�

+ �
j=1

j�i

Nbands�� 1

4�
	

Tref

Tij

CidT − e�
�ij� �10�

In the silicon region, the BTE is solved; while in the SiO2
region, the heat diffusion equation is used because the phonon
effective mean free path in SiO2 is about 1 nm at room tempera-
ture �5�. The two-dimensional BTE is discretized by the finite
volume method �26�. To consider the dispersion effect, each of the
LA and TA branches is divided into six frequency bands, i.e.,
NLA=NTA=6, and the optical phonon branch is assumed in a
single frequency band because the frequency variation is rela-
tively small, as can be seen in Fig. 2. To calculate the transmission
coefficient in the Si /SiO2 interface, the diffuse mismatch model is
used �10�. In the calculation, the analytic and isotropic phonon
dispersion relation is used, and the phonon group velocity is ex-
tracted from the curve fits of the phonon dispersion relation. The
sharp and monotonic algorithm for realistic transport �SMART�
scheme is used for the spatial treatment owing to sharp changes in
the thermal gradient near the hot spot region �27�. Electron-
phonon scattering rates of intravalley and intervalley processes,
which are functions of electron energy, are taken from Refs.
�15,18�, respectively. Their specific values are given in the Appen-
dix, and the phonon-phonon scattering rates can be found in Ref.
�10�.

Figure 4 shows the predicted channel temperature by the
electron-phonon interaction model and full phonon dispersion
model in comparison with experimental data of Goodson et al.
�20�. The device power is extracted by computing the phonon
energy flux across the boundaries. For the three different silicon
layers, the simulation results obtained by both models show good
agreement with the experiment, which fall within experimental
uncertainties. Considering the heat loss to the ambient air from the

Fig. 4 Comparison of the predicted channel temperature of
the SOI transistor with experimental data for various silicon
layer thicknesses
gate, which was used as an electrical-resistance thermometry in
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he experiment, the simulated temperature should have a higher
alue than the experimental data. In addition to this fact, in the
xperiment, a very low thermal conductivity layer �5.5 nm� of
iO2 ��1.3 W /m K� was placed between the sides of the channel
nd the gate, i.e., electrical-resistance thermometry. Because of
hese reasons, the electron-phonon interaction model predicts
ore accurately the thermal transport at the submicron scales.
Figure 5 shows the lattice temperature contour obtained by the

lectron-phonon interaction model at Va=3 V in the hot spot re-
ion at various silicon layer thicknesses. The lattice temperature,
n the whole, decreases as the silicon layer thickness increases.
his is due to the increment in the heat dissipation layer �silicon�
nd the reduction in the effect of the phonon boundary scattering.

The peak temperatures of the individual phonon bands in the
ot spot region are also depicted in Fig. 6. As expected, the peak
emperature of the optical mode phonon is much higher than the
coustic one, and the peak temperature of each phonon band de-
reases with increasing the silicon layer thickness. Another thing
o note is that the peak temperature variation of optical mode is
egligible as the silicon layer thickness increases. This is due to
he fact that the optical mode phonons have negligible group ve-
ocity, as shown in Fig. 2�a�, and thus they do not recognize the

ig. 5 Lattice temperature contours obtained by the electron-
honon interaction model for various silicon layer thicknesses
t an applied voltage of Va=3 V

ig. 6 Peak temperature of each phonon band in the hot spot
egion for various silicon layer thicknesses at an applied volt-

ge of Va=3 V

ournal of Heat Transfer
variation of the silicon layer thickness. This is also the reason why
the peak temperature of LA6 mode, which has the highest scatter-
ing rate with the optical mode �refer to Ref. �10��, experiences
relatively less decrease with increasing dSi compared with other
acoustic bands.

4 Temporal Distribution of Voltage Input
The detail procedure for extracting the power profile in the

NMOS transistor during the ESD event by using HBM is de-
scribed by Sverdrup �6�. The current from the HBM is applied to
the input pad of a packaged integrated circuit. Realistic current
wave forms at the NMOS protection transistor in an ESD circuit
are calculated using a circuit simulator. These wave forms applied
to the external I/O pins are imported into the device simulator as
the current boundary condition on the NMOS. The device simu-
lator generates the high-current I-V characteristics.

The gray model is used to extract the temporal distribution of
the voltage input equivalent to the heat generation profile given by
Sverdrup �6� for incorporation into the electron-phonon interac-
tion model. In the gray model, only a single phonon mode repre-
sentative of all three phonon branches is considered, and the dis-
persion and polarization effects are neglected. These phonons are
also assumed to relax to equilibrium with the same relaxation
time. This model can be written as follows �10�:

�e�

�t
+ � · �vŝe�� =

e0 − e�

�eff
+ qvol �11�

where e� is the energy density per unit solid angle, e0 is the
equilibrium energy density defined as e0=C�TL−Tref� /4�, C is the
phonon total specific heat, and TL is the lattice temperature. The
value of v for silicon is chosen as 6400 m/s, and C as 1.66
�106 J /m3 K at 300 K. The effective relaxation time �eff is 6.28
ps. All these values are taken from Ref. �10�. If the lattice tem-
perature in the hot spot region is denoted as TL,h, the equilibrium
energy density in this region can be defined as eh

0=C�TL,h
−Tref� /4�. Therefore in the hot spot region, Eq. �11� can be modi-
fied as given below without the heat generation term,

�e�

�t
+ � · �vŝe�� =

eh
0 − e�

�eff,h
�12�

where �eff,h is the effective relaxation time for hot spot region,
which is defined as �eff,h=1 /�eff. If each electron-phonon scatter-
ing process in the hot spot is assumed independent of each other,
the effective scattering rate �eff may be estimated by using Mat-
thiessen’s rule �28�

�eff = �
i=1

12

�i �13�

where the summation is conducted through all the intravalley and
intervalley scattering processes.

The simplified representation of the NMOS transistor for the

Fig. 7 Schematic of the ESD thermal simulation domain for
the NMOS transistor
thermal simulation of the ESD event is depicted in Fig. 7. To
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escribe the energy transport from charge electrons to phonons in
he hot spot region, a hot strip of 10�10 nm2 �cross section�

2 �m �length�, which is assumed n-type silicon doped to
020 cm−3, is embedded in the silicon substrate. The lattice tem-
erature TL,h is defined similarly, as in Ref. �10�, as follows.

etotal,h =	
Tref

TL,h

CdT =	
Tref

To

CodT + �
i=1

9 �	
Tref

Ti

CidT
 �14�

here etotal,h is the total energy density in the hot spot region. The
ngular resolution in the octant is 8�8 and spatial grids of 10
10 are used with uniform mesh size. From these results, it is

asy to capture the relations between the voltage and the power
er unit depth.

ESD Simulation Results and Discussion
The peak temperature in the hot spot region of the NMOS tran-

istor is simulated by the electron-phonon interaction model, and
he results are compared with those obtained by the full phonon
ispersion model. The number of spatial cells is 71�40 �71 in the
-direction and 40 in the y-direction�. A nonuniform grid is used
ith packing close to the hot spot region. The discretization in the
ctant is 8�8. The time step for the simulation is 0.2 ns. The
attice temperature TL is defined as follows �10�:

etotal =	
Tref

TL

CdT =	
Tref

To

CodT + �
i=1

Nbands−1 �	
Tref

Ti

CidT
 �15�

here etotal is the total energy density.
Figure 8 shows the evolution of the peak temperature with time

n the hot spot. For the full phonon dispersion model, the heat
ource term qvol is incorporated in the optical mode or acoustic
ode. The cases in which qvol is dissipated equally among the

coustic modes �12 bands� and the optical mode �1 band� are also
lotted in Fig. 8. With the electron-phonon interaction model, the
elting temperature of silicon ��1700 K� is reached in 7.8 ns,
hich is slightly slower than that obtained by the full phonon
ispersion model when qvol is assumed in the optical mode �7.4
s; see Ref. �8��. Since in the full phonon dispersion model, the
oule heating was simply included in the optical BTE as a reser-
oir mode of negligible group velocity, it is thus dissipated indi-
ectly through interactions with acoustic phonons of relatively

ig. 8 Peak temperature evolution in the hot spot of the NMOS
ransistor
igh group velocity.

92401-6 / Vol. 131, SEPTEMBER 2009
In the case of the electron-phonon interaction model, the acous-
tic phonon bands �LA6 and TA6� acquire a larger fraction �about
47%� of the total energy density from energetic electrons in the
hot spot region during the ESD event, as shown in Fig. 9. Due to
these facts, the full phonon dispersion model predicts faster rise in
the peak temperature evolution, as shown in Fig. 8.

Figure 10 shows the summed transient heat transfer rate per
unit depth �W/m� of individual phonon modes at all the bound-
aries of left, right, and bottom sides of the simulation domain �see
Fig. 7�. As shown in this figure, the main energy transport phonon
modes are LA5, LA6, and TA6 �marked with solid symbols in
figure� during the ESD event. Considering that in the LA and TA
branches the lower numbered band denotes the higher phonon
group velocity, the heat removal ability of individual phonon
bands cannot directly be explained from the relative magnitude of
their phonon group velocities. This may arise from the compli-
cated physics of phonon thermal transport taking place in a very
short time scale with high energy such as ESD.

Since the phonon heat flux is defined as qi=�4�viŝei�d�, it is
obvious that the heat transfer rate of ith band phonon is propor-
tional to its carried energy density �ei��, which is also proportional
to both the phonon specific heat �Ci� and the scattering rate with
“hot phonons” in the hot spot region ��hot,i�. The hot phonons
mean those with the higher energy density in the hot spot region
�LA6, TA6, and Opt bands; see Fig. 9� through the electron-
phonon interaction during the ESD event. From this background,
a dimensionless parameter �i can be defined as follows:

�qi� � ei� �
Ci

C

�hot,i

�total,i
� �i �16�

where �total,i is the total scattering rate of ith band. Above relation
of each phonon band is plotted in Fig. 11. As consistent with Fig.
10, LA5, LA6, and TA6 have the larger values of �i than other
bands. Conclusively, in the thermal transport regime of fast high
energy generation, such as in the ESD event, the heat transfer rate
depends strongly on the ability for phonons to sustain the acquired
energy from electrons rather than the energy carrier velocity does.

6 Concluding Remarks
A BTE based model accounting for details of the electron-

Fig. 9 Energy density of each phonon mode in the hot spot
region of the NMOS transistor
phonon and phonon-phonon interactions is proposed and validated
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against experimental data. The effect of silicon layer thickness on
the phonon thermal characteristics is also investigated. The optical
phonons show no effect on the variation of the silicon layer thick-
ness. For phonons in the LA6 band, which have the most probable
scattering chances with the optical mode phonons, the reduction in
the peak temperature in the hot spot is relatively less than the
other acoustic modes as the silicon layer thickness increases. The
electron-phonon interaction model is also employed to simulate
the ESD event in the NMOS transistor and compared with the
results obtained by the full phonon dispersion model. The results
show that the melting temperature is reached at 7.8 ns primarily as
a consequence of energetic electron energy deposition to acoustic
phonon modes with the lower group velocity and the optical mode
of negligible group velocity. The relative contribution of indi-
vidual phonons to heat conduction is dependent on the product of
the phonon specific heat and the scattering rates with higher en-
ergy density phonons.

Nomenclature
C 
 total phonon specific heat �J /m3 K�

dSi 
 silicon layer thickness �m�
DA �eV� 
 deformation potential of acoustic phonons

e 
 energy density �J /m3�

Ee� 
 average electron energy �J�

EF 
 Fermi energy �J�
f 
 phonon distribution function

F 
 external force �kg m /s2�
� 
 reduced Planck’s constant �1.054�10−34 J s�
k 
 phonon wavenumber �1/m�

kB 
 Boltzmann constant �1.38�10−23 J /K�
LA 
 longitudinal acoustic phonon branch
LO 
 longitudinal optical phonon branch
m� 
 electron effective mass �kg�
md 
 electron density of states effective mass �kg�
m0 
 mass of the free electron �kg�

Nband 
 total number of frequency bands �NLA+NTA
+1�

Opt 
 optical phonon mode
P 
 momentum �kg m /s�
q 
 heat flux �W /m2�

qvol 
 volumetric heat generation �W /m3�
r 
 atomic radius of the impurity �m�
ŝ 
 unit direction vector
t 
 time �s�
T 
 temperature �K�

TA 
 transverse acoustic phonon branch
TO 
 transverse optical phonon branch

v ,vg 
 phonon group velocity �m/s�
vd 
 drift velocity of electron �m/s�
V 
 volume �m3�

Va 
 applied voltage �V�
	 
 constant to fit experimental data
� 
 electric field �V/m�
� 
 nonparabolicity parameter ��=0.5 eV−1�
� 
 scattering rate �1/s�
� 
 electronic charge �C�

�e 
 doping density �1 /m3�
�i 
 dimensionless parameter defined in Eq. �16�

�e 
 electron mobility �m2 /V s�
� 
 phonon frequency �1/s�
� 
 mass density �kg /m3�

 
 scattering cross section �m2�
� 
 relaxation time �s�
� 
 phonon angular frequency �rad/s�
ig. 10 Heat transfer rate through the boundaries of the NMOS
ransistor: „a… longitudinal acoustic phonon bands „LA… and „b…
ig. 11 The value of the dimensionless parameter �i for each

� 
 solid angle �sr�
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ubscripts
a 
 acoustic mode phonon
e 
 electron

eff 
 effective property
f 
 f-process of intervalley scattering

f1 
 f-process of intervalley scattering with higher
frequency

f2 
 f-process of intervalley scattering with lower
frequency

g 
 g-process of intervalley scattering
h 
 hot spot region

hot 
 hot phonon
i 
 ith frequency band

ij 
 property specific to bands i and j
imp 
 impurity scattering
int 
 intravalley scattering

k 
 phonon wavenumber
l 
 longitudinal direction

L 
 lattice
LA 
 longitudinal acoustic phonon

max 
 maximum value
o 
 optical mode phonon
p 
 phonon branch

ph 
 phonon
ref 
 reference value

t 
 transverse direction
total 
 total value
TA 
 transverse acoustic phonon

uperscripts
0 
 equilibrium condition
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ppendix
The scattering rate for intravalley and intervalley scatterings,

hich is a function of electron energy, can be derived from the
ermi golden rule �15�. First, for the intravalley process, the scat-

ering rate is given by �15�

�int�EK� =
�DA

2kBTL

��SivA
2 gd�EK� �A1�

here DA is the deformation potential of acoustic phonons, which
hysically means the perturbing potential of electron due to pho-
on scattering. The value for each phonon branch is presented by
op et al. �18� as the isotropically averaged value, which is given
s DLA=6.39 eV and DTA=3.01 eV �18�. �Si is the mass density
f silicon ��Si=2330 kg /m3�, vA is the acoustic velocity �vLA

able 1 Electron-phonon scattering rates „Ã1012 s−1
… for intra

V…


Ee�

Intravalley scattering ��int� g-scatter

LA1/LA2 TA1/TA2/TA3 LA3 TA

0.4 5.26 3.34 1.66 0.
0.8 10.32 6.56 3.31 0.
1.2 16.52 10.50 5.34 0.
1.6 23.91 15.21 7.76 1.
2.0 32.52 20.68 10.58 1.
2.4 42.34 26.92 13.80 1.
2.8 53.38 33.95 17.43 2.
3.2 65.65 41.75 21.46 2.
9040 m /s and vTA=5340 m /s �15��. EK is the electron energy

92401-8 / Vol. 131, SEPTEMBER 2009
of wavenumber K, which is assumed as EK�
Ee�. The parameter
gd�EK� in Eq. �A1� is the density of states at electron energy EK
and can be defined as �29�

gd�EK� =
�2m��3/2

2�2�3
�EK�1 + �EK��1 + 2�EK� �A2�

where � is the nonparabolicity parameter ��=0.5 eV−1 �29��.
Equation �A2� is an equation per energy ellipsoid in silicon. Thus
this must be multiplied by a factor of six for all conduction band
ellipsoids in silicon �29�.

Second, for the intervalley process, the scattering rate can also
be written as �18�

� f or g�EK� =
��if

2 Zf

2�Si�k,p
�Nk,p + 1

2 �
1
2�gd�EK � ��k,p� �A3�

where �if is the scattering constant �LA3:1.5�108 eV /cm,
TA4:0.3�108 eV /cm, Optg :6.0�108 eV /cm, LA6:3.5
�108 eV /cm, TA6:0.5�108 eV /cm, Optf1 :1.5�108 eV /cm,
and Optf2 :3.5�108 eV /cm� �18�, Zf is the number of available
final valleys �four for f-type and one for g-type scattering �18��,
Nk,p is the phonon occupation function given by Nk,p
=1 / �exp���k,p /kBTL�−1�, and other symbols are the same as pre-
viously defined. The top and bottom signs in Eq. �A3� refer to
phonon absorption and emission, respectively. It is important to
consider the phonon dispersion relation when the electron final
state is calculated. Table 1 shows the summary of electron-phonon
scattering rates obtained by solving Eqs. �A1� and �A3�.
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Direct Simulation Monte Carlo
Solution of Subsonic Flow
Through Micro/Nanoscale
Channels
We use a direct simulation Monte Carlo (DSMC) method to simulate gas heating/cooling
and choked subsonic flows in micro/nanoscale channels subject to either constant wall
temperature or constant/variable heat flux boundary conditions. We show the effects of
applying various boundary conditions on the mass flow rate and the flow parameters. We
also show that it is necessary to add a buffer zone at the end of the channel if we wish to
simulate more realistic conditions at the channel outlet. We also discuss why applying
equilibrium-based Maxwellian distribution on molecules coming from the channel outlet,
where the flow is nonequilibrium, will not disturb the DSMC solution. The current veloc-
ity, pressure, and mass flow rate results are compared with different analytical solutions
of the Navier–Stokes equations. Although there are good agreements between the DSMC
results and the analytical solutions in low compressible flow, the analytical solutions
yield incorrect velocity and mass flow rate values in short micro/nanochannel flows with
high compressibility and/or choked flow conditions. �DOI: 10.1115/1.3139105�

Keywords: DSMC, nanochannel, microchannel, subsonic flow, choked flow, heat flux
boundary condition
Introduction
Micro- and nanochannels are widely encountered in microelec-

romechanical systems �MEMS�. To enhance the design and per-
ormance of such systems, it is necessary to achieve a deeper
nderstanding of their flow and heat transfer behaviors. The gas
arefaction is a main parameter to evaluate these systems provided
hat the Knudsen number is sufficiently large. In such conditions,
he solutions are to be established based on the kinetic principles
uch as those in treating the Boltzmann equation. The nonequilib-
ium gas flow problems need the numerical treatments of the Bolt-
mann equation. However, the complexity of the Boltzmann equa-
ion promotes the use of alternative methods such as the direct
imulation Monte Carlo �DSMC�. DSMC is one of the most suc-
essful particle simulation methods and is widely used in analyz-
ng rarefied gas flows �1�.

The application of DSMC for solving the rarefied micro/
anoflows was primarily focused on high speed flows �2�. The
xtension of DSMC to low speed micro/nanoflow applications
equires specific boundary condition considerations at the inlet/
utlet sections. For example, Liou and Fang �3� used the charac-
eristics theory to specify the back pressure condition. They simu-
ated flow in microchannels with suitable accuracy. Wang and Li
4� provided further improvement in applying inlet boundary con-
itions in low speed flow treatment via considering the effect of
nlet pressure on the velocity field right at the channel inlet. Using
his idea, Le et al. �5� studied the flow and heat transfer behavior
n microchannels with parallel and series arrangements. Chong �6�
lso studied the choked subsonic flow in microscales. He reported
hat the sonic region would appear only near the midchannel. The

1Corresponding author.
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AL OF HEAT TRANSFER. Manuscript received July 4, 2008; final manuscript received
pril 2, 2009; published online June 24, 2009. Review conducted by Satish G.
andlikar. Paper presented at the Sixth International Conference on Nanochannels,
icrochannels and Minichannels �ICNMM2008�, Darmstadt, Germany, June 23–30,
008.
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current workers simulated channels with different flow regimes
and discussed different possible choices to simulate the choked
flow in micro/nanoscale channels �7�.

The objective of this work is to provide a deeper understanding
of subsonic flow and heat transfer behaviors in micro/nanoscale
channels. The current work provides two important contributions
to micro/nanoscale flow study. First, we study the effects of gas
heating or cooling on the flow behavior in subsonic regimes. Sec-
ond, we elaborate the choked subsonic flow more deeply and em-
phasize the importance of inserting a buffer zone at the channel
outlet. We compare our DSMC mass flow rate magnitude, pres-
sure distribution, and velocity profile with different analytical
derivations. We consider both mono-atomic �helium� and diatomic
�nitrogen� gases and discuss the differences in their behaviors.
Generally, our investigation shows that the past references have
neither deeply investigated the physics of flow under various heat
flux boundary conditions nor practically considered the correct
treatment of outlet boundary conditions in simulating the choked
subsonic flow �2–6�. These topics are properly addressed in this
paper.

2 The DSMC Method
DSMC is a numerical tool to solve the Boltzmann equation

based on direct statistical simulation of the molecular processes
described by the kinetic theory �1�. It is considered as a particle
method in which particle represents a large bulk of real gas mol-
ecules. The primary principle of DSMC is to decouple the motion
and collision of particles during one time step. The implementa-
tion of DSMC needs breaking down the computational domain
into a collection of grid cells. The cells are divided into subcells in
each direction. The subcells are then utilized to facilitate the se-
lection of collision pairs. After fulfilling all molecular movements,
the collisions between molecules are simulated in each cell sepa-
rately. In the current study, variable hard sphere collision model is
used and the collision pair is chosen based on the no time counter

method �1�.
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Following Wang and Li �4�, we use the 1D characteristics
heory to apply inlet/outlet pressure boundary conditions. The
hannel walls are treated as diffuse reflectors using the full ther-
al accommodation coefficient, see Ref. �8�. The details of

oundary condition implementation can be found in Ref. �7�.

Results and Discussion
Table 1 provides a summary of the current investigated test

ases. Cases 1–5 study the effects of heat transfer on the flow field
ehavior in subsonic regime. Cases 6–8 study the choked sub-
onic flow behavior for mono-atomic and diatomic gases. We con-
ider 10% of the wall at the channel inlet as a specular reflector.

Table 1 Details of the ch

Case 1 2 3

Gas He He He
h ��m� 1 1 1
AR�L /h� 4 4 4
Knin 0.055 0.055 0.055
�im ��m� 0.055 0.055 0.055
Kno 0.140 0.163 0.143
Min 0.192 0.182 0.218
Mo 0.586 0.585 0.609
Buffer No No No
Grida A A A
Pb �kPa� 108 107 107
Pe �kPa� �DSMC� 108 107 107
Pin �kPa� 308 314 309
Applied PR 2.851 2.934 2.881
Real PR 2.851 2.934 2.881
Heat condition Tw=300 Tw=350 qw=0
Rein �DSMC� 5.84 5.20 5.84
Rein �analytical� 6.22 5.34 6.38

aGrid A �100�60� is for the channel and Grid B �20�60� is

h/2

y L

Inlet

Wall
Outlet

Symmetry
x

Fig. 1 Geometry of the channel and its outlet buffer

X/L

P
/P
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Grid 3
Analytical (Arkilic et al.)
DSMC (Liou and Fang)

(a)

Fig. 2 Grid study and comparison with DSMC †3‡ a

distribution and „b… centerline pressure deviation
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Our experience has shown that this consideration would provide
more realistic conditions at the real channel inlet in micro/
nanoflow treatments �9–11�.

3.1 Grid Study. Figure 1 shows the geometry of channel
schematically. Considering a symmetric flow, we only study one-
half of the domain. The computational domain consists of two
rectangles: the main channel and the buffer zone. To achieve cell
independent solutions, we simulate nitrogen flow in a channel
with AR=5, PR=2.5, and Knin=0.055 using three different grid
resolutions. Figure 2�a� shows the pressure distributions for Grid
1 �50�30�, Grid 2 �100�60�, and Grid 3 �150�90� in a channel
with no buffer zone. A finer grid resembles that the preceding
coarse cell was divided into 2�2 subcells. The solutions are com-
pared with the first-order analytical Navier–Stokes �NS� solution
�12� and DSMC �3�. Figure 2�b� presents the current pressure
deviations from the linear pressure distribution. It is observed that
Grids 2 and 3 provide similar pressure deviations. Therefore, we
continue our study using Grid 2. Our study shows that Grid 2 is
also accurate for choked flow simulation because the choking PR
along the channel is not that high. As seen in Table 1, the highest
PR is 5.69 for Case 6.

en test cases Tin=300 K

5 6 7 8

e He N2 N2 He
1 0.30 0.45 1.12
4 6.66 4.44 4.44

55 0.055 0.074 0.050 0.050
55 0.055 0.022 0.022 0.056
61 0.128 0.388 0.169 0.177
25 0.257 0.156 0.24 0.214
48 0.640 0.875 0.943 0.923
o No Yes Yes Yes

A A+B A+B A+B
0 109 6.73 4.91 4.83
0 109 17.5 24.5 21.1
8 313 99.7 98.1 97.5
83 2.870 15 20 20
83 2.870 5.69 4.00 4.62
−5 Variable qw Tw=323 Tw=300 Tw=300
99 6.86 5.55 6.68 7.02
44 7.54 5.70 7.10 7.04

the buffer zone.
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3.2 DSMC Validation. We set 20–25 molecules in each cell
t time zero. Since the gas temperature is relatively low for the
hosen cases, the vibrational energy is not taken into account for
he diatomic nitrogen molecules �1�. The values of mass flow rate
t the inlet and outlet were monitored until achieving negligible
ifferences between two consequent time steps. After that, we
ontinued the computations to suppress the inherent DSMC sta-
istical fluctuations. To validate the current mass flow rate, we
bserve that the past experiments in microchannels have mostly
ocused on long channels having low speed isothermal flows.
ince our study is limited to relatively short channels, we compare
ur results with the DSMC and numerical NS solutions of Cai et
l. �13� and the analytical NS solution of Arkilic et al. �12�. Table
provides the details of comparisons for a gas �oxygen� flow in a

hannel with PR=2.5 and AR=28.30. As seen in this table, there
re good agreements among them.

3.3 Subsonic Flow With Heat Transfer, Cases 1–5. In this
ection, we study subsonic helium flow in a channel subject to
onstant wall temperature and constant/variable wall heat flux
oundary conditions. Our literature survey shows that the past
nvestigations have mostly focused on constant wall temperature
tudy �5,14�.

3.3.1 Wall Thermal Boundary Condition Study. The details of
ases 1–5 are provided in Table 1. The table also provides the
SMC and the analytical Reynolds number magnitudes defined as
ein=�uh /�=Q /� and Rein=��� /2Min /Knin, respectively. As

een, there are close agreements between the DSMC prediction
nd the analytical solution.

Figure 3 shows the distributions of wall heat flux per unit width
positive from the wall to the fluid� for Cases 2 and 5. For Case 2,
he heat flux is calculated from

qw =
� �i − � �r

A�t
�1�

here �� is the sum of the averaged molecular energies, A is the
rea, �t is the interaction time, and i and r stand for the incidence
nd reflected molecules, respectively. Figure 3 shows that the gas
s heated in Case 2 because the wall temperature is higher than

Table 2 Comparative study of mass flow rates „QÃ105
…

Current DSMC �13� Numerical NS �13� Analytic NS �12�

2.18 2.17 2.16 2.17

X/L

q
(W

/m
)

0.2 0.4 0.6 0.8

-5

-4

-3

-2

-1

0

1

2

3

Case 2
Case 5
Fig. 3 Current DSMC wall heat flux distributions
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that of the main flow. The rate of heat transfer decreases in the
downstream of the channel and it almost vanishes near the exit.

In Cases 3–5, we examine the specified heat flux �SHF� bound-
ary condition at the wall, as suggested by Wang et al. �15�. They
developed an inverse temperature sampling technique, which ben-
efits from calculating the wall temperature from the SHF at the
wall. To simulate SHF in DSMC, we use

�̄ j
r = �̄ j

i − ��̄ = �̄tr + �̄rot = 2kTj +
	rotkTj

2
�2�

where ��̄=qw / �
ANimp�t� is the average energy transferred to
the wall, 	rot is the number of rotational degrees of freedom, and
Nimp is the number of molecules impinging the surface. Hence, the
wall temperature is calculated from

Tj =
� j

i − ��̄

k�2 + 	rot/2�
�3�

We use Eq. �3� to find the temperature at the surface. Cases 4 and
5 are modeled using variable ��̄ distributions. In Case 3 with
��̄=0, the total energy of incident molecules would be carried out
by the reflected molecules.

3.3.2 Results and Discussion. Figure 4 shows the centerline
pressure distributions for Cases 1–3 and compares them with the
first-�12� and second-order �16� NS analytical solutions. Good
agreement is observed between Cases 1 and 3, while Case 2
shows slight deviations from them. This can be attributed to gas
heating status, which causes more serious density variation and
compressibility effect. As is known, the compressibility makes the
pressure distribution more nonlinear. Indeed, the analytical pres-
sure distributions are derived assuming low Reynolds number
�Re�O�1�� isothermal flow in long microchannels, where the ra-
tio of inertial terms �I� to diffusion terms �D�, i.e., I /D
�Re�h /L��P / Pin, is negligible. However, the current channel as-
pect ratio is small and the Reynolds number is O�10�. Therefore,
the inertial to diffusion ratio is not negligible. This justifies the
difference between the DSMC and the analytical solutions, spe-
cifically for Case 2, with gas flow heating condition.

Figure 5 shows the distributions of centerline and wall tempera-
tures and centerline Mach number for Cases 1–5. If the wall tem-
perature is equal to the inlet flow temperature, i.e., Case 1, gas
heating becomes negligible in most of the channel length. There-

X/L

P
/P

o

0.2 0.4 0.6 0.8 1
1

1.5

2

2.5

Analytical, 1storder
Analytical, 2ndorder
DSMC (Tw=300), Case 1
DSMC (Tw=350), Case 2
DSMC (Adiabatic), Case 3

Fig. 4 Pressure distributions and comparison with the first-
†12‡ and second-order †16‡ NS analytical solutions
fore, we expect to observe close agreement between Cases 1 and
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. For a higher wall temperature, i.e., Case 2, the centerline tem-
erature increases initially, reaches to a maximum of 330 K
round X /L=0.6, and starts decaying as soon as the wall heat flux
anishes �see Fig. 3�. The expansion at the channel outlet reduces
he temperature more rapidly. Meanwhile, the flow temperature
djacent to the wall increases to a value close to the wall tempera-
ure. The temperature distribution behaves differently for Case 1.
he centerline temperature remains constant and equal to the inlet

emperature up to the expansion near the outlet, where a rapid
ecrease occurs. The heat flux distribution applied to Case 5
auses a wall temperature drop from 300 K to 250 K along the
hannel. The behavior of temperature field in Case 4 shows a
emilinear decrease in centerline temperature. Alternatively, its
all temperature rapidly drops from the inlet temperature to 150
, followed by a semilinear decrease until reaching the channel

xit. Vakilipour and Darbandi �10� simulated low-speed flow in
icrochannels using SHF boundary conditions. Their simulations

howed linear increase in either wall or centerline temperatures
nder positive wall heat flux condition. Contrary to the simula-
ions in Ref. �10�, all the simulated cases are compressible in this
tudy. Since the flow speed near the wall is relatively low, we
bserve a linear decrease in wall temperature due to a negative
eat flux. The centerline temperature performs slight nonlinearity,
hich is due to the effects of compressibility at the midchannel.
Figure 5�c� shows the centerline Mach number in the channel.

he maximum Min belongs to Case 4 and the minimum to Case 2.
onsidering a fixed inlet temperature for all cases, it is concluded

hat gas cooling increases the velocity and mass flow rate. Figure
shows the Mach number and temperature maps for Case 4. The

ariation in the Mach number is finite in this condition. The tem-
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Fig. 5 Temperature and Mach number distributio
wall temperature, and „c… centerline Mach

Mach: 0.15 0.3 0.45 0.6 0.75
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(b)
Fig. 6 Mach number and temperature maps, Case 4
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perature map shows a rapid decrease in temperature until the mid-
channel, while the reduction in the temperature is less pronounced
in the second half.

3.3.3 Mass Flow Rate Study. Arkilic et al. �17�, Graur et al.
�18�, and Karniadakis et al. �16� derived analytical solutions to
predict the mass flow rate in microchannels as follows:

QArk = S1��PR2 − 1� + 12 Kno�PR − 1�� �4�

QGra = S1�PR2 − 1 + 12 Kno�PR − 1� + S2 ln�PR�� �5�

QKar = S3��PR + 1� + 12 Kno + S4 ln�S5�� �6�

where S1=h3P0
2 / �24�RTL�, S2=24 Kno

2 /k�
2, S3=h3P0�Pi

−P0� / �24�RTL�, S4=12 Kno
2 b / �PR−1�, S5= �PR−b Kno� / �1

−b Kno�, k�=1.02, b=−1, � is the viscosity coefficient, and R is
the gas constant. The derivations of Eqs. �4�–�6� are subject to
assumptions such as isothermal-low Mach number flow and long
channel with locally fully developed condition. Table 3 presents
the DSMC mass flow rates for Cases 1 and 2 and compares them
with the analytical solutions. Evidently, the analytical solutions
are not applicable to other simulated cases such as Cases 4 and 5,
which are not isothermal. There are good agreements between the
current DSMC results and Eqs. �4� and �6�. Equation �5� predicts
higher mass flow rate than the two other expressions. The analyti-
cal NS solutions given by Eqs. �4�–�6� confirm that the increase in
flow temperature reduces the mass flow rate because the tempera-
ture appears in the denominator. The equation of state indicates
that the increase in temperature for a given pressure ratio leads to
a reduction in density. Therefore, it is expected that the mass flow
rate decreases as the inlet temperature increases.

3.4 Choked Subsonic Flow. In this section, we study the
choked subsonic flow and evaluate the effect of specifying back
pressure at the real outlet and at the outer region of a buffer zone.

3.4.1 Role of Buffer Zone on the DSMC Solution. Back to Fig.
1, the chosen buffer zone sizes are 0.2L and 1.33h. It is important
to note that the use of buffer zone is to capture the choked con-
dition at the channel exit precisely. Figure 7 shows the Mach

/L
.5 1

X/L

M
ac

h

0.5 1
0.2
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0.4

0.5

0.6

0.7
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(c)

, Cases 1–5: „a… centerline temperature, „b… near

Table 3 DSMC and analytical mass flow rates „QÃ105
…

Cases DSMC Eq. �4� Eq. �5� Eq. �6�

1 10.76 10.71 11.20 10.47
2 9.70 10.02 10.06 9.75
X
0
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umber maps for Case 6. Enforcing a back pressure, i.e., Pb
6.73 kPa, much lower than the choking pressure, i.e., Pe
17.5 kPa, at the real channel outlet, it leads to incorrect velocity
r Mach number estimations at the outlet. In fact, it predicts a
onphysical supersonic flow with Me=1.15. If the pressure is
pecified right at the real channel outlet, two types of error appear
n the solution. First, due to applying the back pressure via char-
cteristics theory �4�, the exit pressure directly influences the ve-
ocity of the molecules adjacent to the outlet boundary and the
hermodynamic properties of the cells located near the outlet.
nce choking occurs, the exit pressure does not drop anymore and

onsequently, applying a back pressure less than the choking pres-
ure right at the channel outlet results in a nonphysical prediction
f the flow field. Second, from the molecular gas dynamics point
f view, we consider a Maxwellian distribution for velocity and
umber density of molecules that enter from the inlet and outlet
oundaries to the solution domain. As the exit Mach number in-
reases, the gradient of flow parameters increases at the channel
utlet; hence, the flow parameter distributions may not exactly
ollow the Maxwellian distribution. There are different equilib-
ium breakdown parameters. One is local Knudsen number based
n the gradients local length �GLL� of properties and is defined as
nGLL,�= �� /���d� /dl�, where � is an arbitarary flow parameter

nd KnGLL=max�KnGLL,� KnGLL,V ,KnGLL,T�. The other one is the
parameter, which is considered as the maximum value of the

hear stress and heat flux magnitudes, i.e., B=max��qi
�� , �
ij

� ��,
here qi

�=−�� / P��2m /kT�0.5�T and 
ij
� = �� / P��Vi,j+Vj,i

2 /3Vk,k�ij�. Indeed, the equilibrium breakdown occurs when
nGLL�0.05 �19�. Garcia and Aldert �20� indicated that the va-

idity of Chapman–Enskog distribution fails if B=0.1. Figure 7�c�
hows contours of B in the channel. Although the variation in this
arameter is small up to X /L=0.45, it starts exceeding 0.1 near
he wall from this point. In general, the equilibrium breakdown is
ue to sharp property gradients and rarefaction. We observe both
f these, i.e., high flow parameter gradients and low density near
he wall close to the channel outlet. It is concluded that the sub-
onic choked flow is highly nonequilibrium especially near the
utlet region.
To study the role of the buffer zone on the solution, we compute

nGLL,� in the channel with and without buffer zones for Case 7.
s shown in Fig. 8, KnGLL,� shows nonoscillatory variations for

he case with a buffer zone. Meanwhile, the case without buffer

Mach: 0.1 0.3 0.6 0.9 1.15

(a)

Mach: 0.1 0.25 0.4 0.55 0.7 1

(b)

X/L0 0.2 0.4 0.6 0.8 1

B: 0.1 0.3 0.5 0.7 0.9 1.1 1.3

(c)

ig. 7 Displaying results for Case 6 including: „a… Mach num-
er in the channel without buffer zone, „b… Mach number in the
hannel with buffer zone, and „c… the parameter B in the chan-
el with buffer zone
one shows a wavy behavior. KnGLL,� exceeds the limiting value

ournal of Heat Transfer
of 0.05 as it approaches the channel outlet. Our study shows that
the number of incoming molecules from the outlet is relatively
low in comparison with the actual number of molecules in the
domain. Therefore, using Maxwellian distribution for the incom-
ing molecules at the channel outlet does not considerably disturb
the solution. In fact, the characteristic-based implementation of
back pressure right at the outlet enforces a very low back pressure
there, which is nonphysical. Consequently, the magnitudes of ve-
locity, temperature, and density of the cells adjacent to the outlet
become incorrect. To implement the physics of flow properly, we
apply the back pressure right at the outer region of the buffer
zone. Therefore, the solution is permitted to be adjusted freely at
the real outlet. This can help to obtain a reasonable Mach number
�M=1� at the outlet.

In order to evaluate our choked flow solution, we use an ana-
lytical solution to calculate the outlet pressure for nonisothermal
flows �21� as follows:

ln	Po

P1

 = − ln	Mo

M1

�1 + ��M1�� �7�

where ��M1�=ln�Jo /J1� / �ln�Mo
2 /M1

2��, J1= �1+ ��−1��M1
2 /2�,

and �= ��Au3dA� / �Aū3�. Table 4 compares our DSMC exit pres-
sure with the one derived from Eq. �7� for Cases 6–8. As seen, the
analytical calculations predict the choked exit pressure suitably.

3.4.2 Temperature and Mach Number Distributions. Figure 9
shows the centerline temperature and Mach number distributions
for Cases 6–8. For Case 6, there is an increase in the first half of
the channel followed by a gas cooling in the second half. This is
due to strong expansion occurring at the channel outlet. Figure
9�a� shows that helium �Case 8� experiences more cooling and
rarefaction than nitrogen �Case 7� for the same Knin and PR.
Figure 9�b� shows that the helium Mach number is lower than that
of nitrogen along the channel. Consistent with the results shown
in Fig. 5�c�, a hotter condition results in a lower Mach number
along the channel.

Figure 10 shows temperature profiles at six axial sections for
Case 7. It is observed that the temperature field behaves in a

X/L

K
n G

LL
,

0 0.2 0.4 0.6 0.8 1
0

0.05

0.1

0.15

0.2

With Buffer
Without Buffer

ρ

Fig. 8 Knudsen number based on GLL of density, Case 7

Table 4 DSMC and analytical †21‡ choked pressures

Case DSMC Eq. �7�

6 17.50 16.05
7 24.50 23.10
8 21.10 20.48
SEPTEMBER 2009, Vol. 131 / 092402-5
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omplicated manner due to the mixed effects of rarefaction, wall
eat transfer, thermal boundary layer development, and rapid con-
ersion of the internal energy to a kinetic one. There is a slight
eat transfer between the wall and its adjacent gas molecules close
o the inlet section; therefore, we observe small temperature in-
rease near the wall. This is followed by temperature decrease due
o flow acceleration. Since the acceleration is more pronounced at
he channel centerline, the temperature reduces there more rapidly.
he figure shows different characteristics of mean flow and ther-
al boundary layer. It is observed that the thermal layer has in-
uenced into most of the channel height at X /L=0.6.

3.4.3 Mass Flow Rate. Table 5 presents the DSMC mass flow
ates for Cases 6–8 and compares them with the analytical solu-
ions, i.e., Eqs. �4�–�6�. We considered a choking pressure ratio
long the channel instead of a real pressure ratio to calculate the
nalytical mass flow rates. It is observed that the analytical solu-
ions fully underestimate the real mass flow rate in choked flow
onditions. This point is expected because the underlying assump-
ions on which these solutions are derived are invalid here. A
ocally fully developed flow condition states that the pressure and
ensity are uniform in any cross section, and the convection term
s much smaller than the diffusion term in the momentum equa-
ion. As shown in Fig. 9, there are large gradients in the Mach
umber and temperature near the channel outlet. It was already

X/L

T
(k

)
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240 240

260 260

280 280

300 300

320 320

Case 6
Case 7
Case 8

X/L
M

ac
h

0.5

0.2 0.2
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(a) (b)

ig. 9 Centerline temperature and Mach number distributions
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h

292 294 296 298 300
0

0.2

0.4
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0.8

1 X/L=0.15
X/L=0.30
X/L=0.45

(a)
Fig. 10 Temperature profiles at d

92402-6 / Vol. 131, SEPTEMBER 2009
shown that the rarefied flow permits more mass flow rate than the
continuum one �12,17�. The current results are in contrast with the
results reported by Chong �6�. His DSMC simulation showed
lower mass flow rates than the NS analytical solutions �17�.
Chong employed the applied pressure ratios along the channel in
Eq. �4�. However, we show that the applied pressure ratio may not
be achieved in real physics because the channel pressure ratio
does not drop anymore once the flow is choked in the channel, see
Table 1.

3.4.4 Velocity Distribution. Figure 11 shows the normalized
velocity profiles of the DSMC and analytical solutions of Kar-
niadakis et al. �16� at three different axial locations for Case 8. We
use the average velocity from DSMC and analytical solutions to
normalize each velocity profile. Figure 11 shows that the maxi-
mum normalized velocity for the DSMC is always lower than that
of the analytical solution. As shown in Table 6, this is due to a
higher average velocity of the DSMC simulations and its usage to
normalize the DSMC velocity profile. The mean velocities in
Table 6 show that the average velocity in simulation is approxi-
mately 37–40% more than the analytical predictions at the chosen
locations. This difference can be attributed to a greater pressure
gradient under choked condition. As seen in Fig. 11, the slip ve-
locities are higher than those of the analytical predictions. This
was similarly observed for Cases 6 and 7.

3.5 DSMC Versus the Analytical Solutions. Up to here, we
presented a few analytical solutions to show how accurate they are
if they are used to calculate subsonic micro/nanochannel flows. As
is known, the rarefaction and compressibility cause the microfluid
behaviors to be different from those in macroscale study. The
analytical solutions provided in this work are for standard hydro-
dynamic flows. There are many rarefaction effects which cannot
be reproduced in classical hydrodynamics, including bimodal tem-
perature profiles, nonconstant pressure profiles across the channel,
and many more, see Ref. �22�. Alternatively, the higher-order

T (K)

y/
h

260 270 280 290
0

0.2

0.4

0.6

0.8

1

X/L=0.60
X/L=0.80
X/L=0.98

(b)

Table 5 DSMC and analytical mass flow rates „QÃ105
…

Case DSMC Eq. �4� Eq. �5� Eq. �6�

6 9.20 0.62 0.69 0.75
7 11.00 1.62 1.69 1.84
8 13.10 1.27 1.33 1.43
ifferent axial sections, Case 7
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ontinuum-based equations, such as the regularized 13 �R13� mo-
ent �23,24�, were extended to reveal more unique aspects of
icroflows. Meanwhile, most of these latter equations are subject

o some restrictions such as stability, difficulty in finding appro-
riate boundary conditions, and limitation to mono-atomic gases
23�. To benefit from both continuum-based equations and DSMC,
he current authors are willing to extend their NS solver �25,26� to
igher-order continuum equations and develop a hybrid
ontinuum-DSMC solver.

Conclusion
We used DSMC to simulate subsonic flow with and without

hoking in micro/nanoscale channels subject to different thermal
all boundary conditions. It was observed that gas heating would

ncrease the compressibility effects in the channel and would aug-
ent the nonlinearity in axial pressure distribution. For a specified

ressure ratio along the channel, gas cooling causes an increase in
ass flow rate. Alternatively, a negative heat flux wall boundary

ondition yields a linear decrease in centerline and wall tempera-
ures in low compressible flows. To derive more realistic solutions
n the case of the choked flow, it was suggested to implement the
ack pressure at the outer region of a buffer zone. Applying a
onphysical pressure just at the channel exit would result in in-
orrect velocity predictions for the molecules adjacent to the
hannel exit and incorrect thermodynamic properties of the cells
ocated there. This consequently would lead to a wrong Mach
umber prediction at the exit. The DSMC mass flow rate and

able 6 DSMC and the second-order analytical †16‡ mean
elocities

/L 0.3 0.6 0.9

¯
analytical �16� 69.70 98.46 147.40

¯
DSMC 90.90 125.40 205.70

¯
DSMC / Ūanalytical 1.41 1.37 1.39

U*

y
/h

0.4 0.6 0.8 1 1.2 1.4

-0.4

-0.2

0

0.2

0.4

X/L=0.3
Kn=0.056

U
0.4 0.6 0.

(a) (b)

Fig. 11 Normalized velocity profiles of D
elocity profile were compared with the analytical Navier–Stokes

ournal of Heat Transfer
solutions. It was concluded that the rarefaction and high com-
pressibility of the choked flow would deteriorate the analytical
predictions in short channels.

Nomenclature
AR � aspect ratio �L /h�

h � channel height �m�
k � Boltzmann constant �N m/K�

Kn � Knudsen number �Kn=� /h�
L � channel length �m�

M � Mach number
P � pressure �Pa�

PR � pressure ratio
Q � mass flow rate per length �kg/ms�
T � temperature �K�
V � velocity �m/s�

Greek Symbols

 � thermal accommodation coefficient
� � thermal conductivity �W/m K�
� � specific heat ratio
� � mean free path �m�
� � density �kg /m3�

 � shear stress �kg /m s2�

Subscripts, Superscripts, and Accents
E � exit
in � inlet

i , j � cell indices in x and y directions
o � outlet
tr � translational energy
w � wall
� � averaged
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Numerical Modeling of Chaotic
Mixing in Electroosmotically
Stirred Continuous Flow Mixers
We present numerical studies of particle dispersion and species mixing in a � potential
patterned straight microchannel. A continuous flow is generated by superposition of a
steady pressure-driven flow and time-periodic electroosmotic flow induced by a stream-
wise ac electric field. � potential patterns are placed critically in the channel to achieve
spatially asymmetric time-dependent flow fields that lead to chaotic stirring. Parametric
studies are performed as a function of the Strouhal number (normalized ac frequency),
while the mixer geometry, ratio of the Poiseuille flow and electroosmotic velocities, and
the flow kinematics (Reynolds number) are kept constant. Lagrangian particle tracking is
employed for observations of particle dispersion. Poincaré sections are constructed to
identify the chaotic and regular zones in the mixer. Filament stretching and the probabil-
ity density function of the stretching field are utilized to quantify the “locally optimum”
stirring conditions and to demonstrate the statistical behavior of fully and partially
chaotic flows. Numerical solutions of the species transport equation are performed as a
function of the Peclet number (Pe) at fixed kinematic conditions. Mixing efficiency is
quantified using the mixing index, based on standard deviation of the scalar species
distribution. The mixing length �lm� is characterized as a function of the Peclet number
and lm� ln�Pe� scaling is observed for the fully chaotic flow case. Objectives of this study
include the presentation and characterization of the new continuous flow mixer concept
and the demonstration of the Lagrangian-based particle tracking tools for quantification
of chaotic strength and stirring efficiency in continuous flow systems.
�DOI: 10.1115/1.3139109�

Keywords: chaos, chaotic stirring, chaotic mixing, Lagrangian particle tracking
Introduction

Flow in microfluidic devices often experience laminar or even
tokes flow conditions �1�. Predominantly laminar flows produce
ell-defined streamlines and flow kinematics, which are advanta-
eous in the design and analysis of flow and species transport in
arious microfluidic systems �2,3�. Unfortunately these aspects,
avorable for certain applications, induce great challenges in spe-
ies mixing. Extremely low mass diffusivities of chemicals, mac-
omolecules, and biological species suspended in aqueous media
esult in large Schmidt �Sc� numbers. Despite low Reynolds num-
er �Re� flows, the species transport and mixing in microfluidic
ystems are convection dominated �Pe�Sc�Re� and require ex-
remely long mixing time- and/or length-scales �lm�. Therefore,
ixing and stirring in microscale devices have attracted consider-

ble attention in recent years. Prominent review articles on micro-
uidic mixing can be found in Refs. �4,5�. Overall, Microfluidic
ixers can be categorized as passive and active. Passive mixers

tilize co-flowing laminates of constituents in complex geometries
esigned to induce either secondary flows �6–8� or repetitive com-
ination and relamination of the mixing species �9–13�. Both
ypes of passive mixers have complex geometries, which require
ifficult fabrication processes, and they often have large footprint
reas. Active mixers utilize an external field �other than shear� to

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received July 7, 2008; final manuscript received
ctober 22, 2008; published online June 24, 2009. Review conducted by Satish G.
andlikar. Paper presented at the 6th International Conference on Nanochannels,
icrochannels and Minichannels �ICNMM2008�, Darmstadt, Germany, June 23–30,
008.

ournal of Heat Transfer Copyright © 20
induce stirring �14–20�. Although they may need complex fabri-
cation processes and wiring, active mixers may ultimately enable
additional control over the mixing process.

Mixing and stirring are the processes of homogenization of spe-
cies distribution as a result of convection and diffusion. Mixing
target production of a uniform concentration for continuous spe-
cies while stirring aims to produce uniform particle distribution
for colloidal dispersions. In either case, convection brings the con-
stituents into close proximity, and diffusion homogenizes through
blending. Based on this understanding, mixing studies must con-
sider the effects of Reynolds and Schmidt numbers separately.
Depending on the mixer geometry, variation in Reynolds number
alters the flow kinematics, which may lead to favorable conditions
that enhance stirring. Therefore, one first needs to determine the
kinematically favorable conditions for a given mixer. However, it
is also essential to address the mixing efficiency for different spe-
cies �Sc� under fixed Re. This is a fundamentally important and, at
the same time, a practical issue, since a good mixer should be able
to mix various kinds of species within the shortest possible length
or time.

From a theoretical perspective, the mixing efficiency should be
characterized as a function of the Peclet number, which could be
obtained by varying either Re or Sc. The mixing length for two
co-flowing fluids in a straight microchannel varies as lm�Pe �3�.
This result is analogous to pure diffusion, since unidirectional
flow does not stretch the interface between the two fluids. Mixing
can be enhanced if the interface between the two fluids is in-
creased by successive stretching and folding so that the species
diffusion can easily homogenize the mixture over a relatively
small striation thickness �21�. For certain laminar convective/
diffusive transport, mixing length varies as lm�Pe0.5 �22�. Expo-

nential elongation of the species interface is known as chaotic

SEPTEMBER 2009, Vol. 131 / 092403-109 by ASME
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tirring, which drastically reduces the mixing length. Fully cha-
tic stirring results in lm� ln�Pe� �21�, while partially chaotic sys-
ems result in lm�Pe�, where 0���1 �22,23�. Actual value of �
epends on the extent of chaos within the system. For example
�0.25 was observed for certain partially chaotic flows �7,8�.
he aforementioned scaling trends for chaotically stirred flows are
alid, only if the Pe is varied at fixed kinematic conditions �i.e.,
xed Re� by varying the Schmidt number.
Mixers with nonmoving boundaries often have nearly stagnant

reas that experience regular �nonchaotic� flow. Often the side
oundaries or geometric complexities such as grooves result in
egular zones and the mixing length-scales as Pe�. This limitation
s common for passive mixers, but it is also observed in active
ixers. For example in a peristaltic mixer, we observed mixing

ime-scale as Pe� with ��0.3 despite the initially small � values
24�. The reason for this performance reduction was a stagnant
ow region within the closed mixer near a solid boundary, where

he trapped species mixed with pure diffusion. Active mixers can
e designed to eliminate the regular flow zones. Electroosmotic
EO� actuation induced by an externally applied electric field is
ne of the most appropriate methodologies for development of
ctive mixers. Electroosmotic flow, developing within nanometers
f the � potential patterned surfaces can be used to create active
alls that eliminate stagnant flow regions near the boundaries �1�.

f utilized properly, electroosmotic flows can induce chaotic stir-
ing. Qian and Bau �2� developed an electroosmotic stirrer con-
ept using dc electric field with time-modulated � potential sur-
ace patterns, and they have shown chaotic stirring under certain
ctuation conditions. Since the electroosmotic stirrer was a closed
ystem, its implementation would require filling the mixing cham-
er, mixing, and ejecting the mix. Despite its practical limitations,
heir stirrer is an excellent test-bed for testing and quantification
f chaotic strength due to its well-defined kinematics. In Ref. �25�,
e utilized the electroosmotic stirrer of Qian and Bau as a bench-
ark case, and reported its chaotic strength under various operat-

ng conditions using the following techniques: stirring index based
n the box-counting method �26,27�, Poincaré sections
2,14,19,25,28–30�, finite time Lyapunov exponents �14,19,31�,
robability density function of the stretching field �27,32–34�, and
he mixing index based on the standard deviation of the scalar
pecies distribution �20,24,25,35�. Employing the aforementioned
echniques, locally optimum kinematic conditions and the actua-
ion frequency of the stirrer that resulted in the highest mixing/
tirring efficiency were identified �25�.

In this paper we present continuous flow mixer concepts ob-
ained by superposition of time-dependent electroosmotic flow
nd unidirectional pressure-driven flow in a straight channel to
aintain the desired flow rate. Complex flow patterns that lead to

haotic stirring are obtained by � potential patterned surfaces,
hich induce electroosmotic flow under an axial ac electric field.
comprehensive review of electrokinetic mixing in microfluidics

an be found in Ref. �5�. Compared with the other electroosmoti-
ally actuated continuous flow mixers in the literature �5,36–38�,
ur conceptual design utilizes a single axial ac electric field to
nduce time-periodic flow, which significantly simplifies the de-
ice actuation and control. The objectives of this paper include
emonstration of the new continuous flow mixer concept and the
etermination and optimization of its operating conditions. An
dditional objective is the demonstration of Lagrangian-based par-
icle tracking tools for quantification of chaotic strength and stir-
ing efficiency in continuous flow systems.

This paper is organized as follows. In Sec. 2, we describe the
icromixer, its stirring mechanism, and design parameters. In
ec. 3, we provide a series of results on the direct simulation of
article dispersion to mimic the morphological behavior of inter-
acial layer as a function of the Strouhal number. In Sec. 4, we
eport qualitative dynamic analysis using Poincaré sections. In
ec. 5, we show the distribution of stretching values and provide
ts temporal variations at various actuation conditions. Using the

92403-2 / Vol. 131, SEPTEMBER 2009
scalar transport simulations, we study species mixing in Sec. 6.
Section 7 includes a discussion on the dimensional parameters
that satisfy the optimum operating conditions. Finally, we summa-
rize our findings and conclude.

2 Theoretical Framework
In this section we describe the theoretical framework utilized in

the design of the chaotically stirred electroosmotic micromixer
concept. Chaotic advection is observed for cases in which the
equation of motion for fluid particles can be represented as a
nonintegrable Hamiltonian system. Hence, the particle motion is
sensitive to slight variations in its position. Following the work of
Aref �29�, particle trajectories, located initially at x0 and flowing
under the influence of a deterministic velocity field u�x , t�, can be
obtained using

dx

dt
= u�x,t� �1�

For steady two-dimensional steady flows, this dynamical system
is integrable, and the particle paths coincide with the streamlines.
In the Stokes flow regime, stream function plays the role of the
Hamiltonian �39�. Steady 2D Stokes flow is an integrable dynami-
cal system, thus it cannot be chaotic. However, for time-periodic
two-dimensional flows the dynamical system becomes nonauto-
nomous, and particle trajectories may result in chaotic advection
�29�. A necessary condition for chaos is the crossing of streamline
patterns at two successive times to produce either homoclinic
tangles from the intersections of the stable and unstable manifolds
of the same hyperbolic point, or heteroclinic tangles from the
intersections of the unstable manifold of one hyperbolic point
with the stable manifold of another �21,39�. These tangles induce
extreme sensitivity to the initial conditions, and a consequent in-
ability to predict the outcome of evolution in a chaotic system.
Based on this premise, we designed mixers, which experience
time-periodic two-dimensional flow using periodically repeating
mixing blocks, as shown in Fig. 1. We present two different mix-
ing block designs �patterns A and B�, each utilizing � potential
patterned surfaces that induce 2D EO flow under an axial electric
field. Each mixing block has half channel height H and length L
=4H. For pattern A, we assume two different surfaces with posi-
tive and negative � potential values ���0� shown by red and blue
in the figure, while pattern B also includes an electrically neutral
surface shown in white. The streamline patterns generated under
an axial steady electric field are also shown in Fig. 1. In order to
obtain a nonautonomous system, we alternate the axial electric
field in the form of a cosine wave with frequency � and superpose
this flow field with a unidirectional pressure-driven flow. The EO
flow under ac electric field cannot solely induce crossing of the
streamlines at different times, since reversing the electric field
direction simply reverses the flow direction on each streamline.
Superposition of the unidirectional pressure-driven flow circum-
vents this problem and creates a continuous flow system with
spatial and temporal periodicities.

Electroosmotic flow is generated as a result of interactions be-
tween the net electric-charge density within the electric double
layer �EDL� and the externally applied electric field. In a series of
papers, Dutta and Beskok �40,41� investigated the response of
electroosmotic flows under ac and dc electric fields and have
shown that the Helmholtz–Smoluchowski slip velocity �UHS�
properly models the hydrodynamics outside the thin EDL. This
slip velocity is given by

UHS = −
		0�



E �2�

where 	 is the dielectric constant, 	0 is the permittivity of vacuum,
and 
 is the absolute viscosity. The EDL thickness for the ionic
strength proposed above is on the order of 10 nm. The electroos-

motic flow response time due to the temporal fluctuations of the
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xternally applied electric field is on the order of nanoseconds
prediction is based on the ion-diffusion time-scales through the
DL�. Therefore, we expect almost immediate response from the
lectroosmotic flow at low frequency excitations �41�. This en-
bles utilization of UHS as an “effective slip boundary condition,”
y neglecting the velocity profile within the EDL, and eliminates
he numerical stiffness imposed by the resolution of very thin
DL region near the surfaces. In the mixer design, Poiseuille flow
hannel centerline velocity �Uo� becomes an additional velocity
cale. Fluid flow in the mixer is described by UHS, Uo, �, H, L,
nd � �kinematic viscosity�. Using dimensional analysis, we iden-
ify the following dimensionless parameters:

Re =
UHSH

�
, St =

�H

UHS
, A =

U0

UHS
,

L

H
= 4 �3�

here Re and St are the Reynolds and Strouhal numbers, respec-
ively; A is the ratio of the electroosmotic and Poiseuille flow
elocities; and L /H indicates the mixer geometry. For the simplic-
ty of our design, we utilized L /H=4. An important requirement
n our design is the maintenance of quasisteady electroosmotic
ow in the system. At very high actuation frequencies, it is pos-
ible to obtain dynamic flow response, similar to that of Stokes’
econd problem �41�. Frequency ranges that exhibit quasisteady
lectroosmotic flow is determined by the Stokes number ���,
hich is the ratio of the diffusion and oscillation characteristic

ime-scales ��2�St � Re�. Quasisteady flow exhibits almost
mmediate development of steady viscous flow pattern in response
o temporal variations in UHS. Such conditions are satisfied for
�0.2 �41�.
Due to the physical limitations of electroosmotic flow imposed

y the external electric field and the � potential, simulations were
estricted to Stokes flow at Re=0.01. The Strouhal number was
aried as 1 /4
�St�3 /2
 to maintain low � conditions. In order
o test the sensitivity of flow kinematics to Reynolds number, we
imulated the Re=0.1 case by reducing the Strouhal number to
eep � unchanged. Comparisons between the Re=0.1 and Re

ig. 1 The mixer consists of spatially repeating mixing blocks
ith � potential patterned surfaces as shown in „a… for pattern A
nd „b… for pattern B. Electroosmotic flow streamlines induced
y an axial electric field are shown by solid lines in „c… for
attern A and in „d… for pattern B, while a unidirectional
ressure-driven flow enables continuous flow in the system
not shown in the figure…. Arrows on the top and bottom of the
ixing blocks in „c… and „d… indicate the directions of the
elmholtz–Smoluchowski velocity UHS. Combining the
ressure-driven flow with electroosmotic flow under time-
eriodic external electric field „in the form of a cosine wave
ith frequency �… results in two-dimensional time-periodic
ow suitable to induce chaotic stirring in the mixer.
0.01 cases verified that the streamline patterns were insensitive

ournal of Heat Transfer
to the Reynolds number in the Stokes flow regime �results not
shown for brevity�. Hence the Reynolds number is not a critical
design parameter for our mixer, for as long as Re�1 and �
�0.2 are satisfied simultaneously. We also chose A=0.8 in order
to reduce the parametric space to the investigation of the effects of
Strouhal frequency variations in patterns A and B. For practical
purposes A�1 so that continuous flow can be maintained in the
channel, where EO and Poiseuille flows have similar order of
magnitudes, and the streamlines cross each other at different in-
stances. In Secs. 3–5, we will utilize the Lagrangian particle track-
ing techniques to obtain the Poincaré sections �14,19�, and stretch-
ing calculations for fluid filaments �21,27,32,33,42� to identify the
locally optimized operating conditions. For brevity only a limited
subset of results are presented.

3 Particle Dispersion
Dispersion of passive tracers in the mixing domain can provide

both qualitative and quantitative information on mixing efficiency.
In Ref. �25�, we presented Lagrangian particle tracking techniques
that utilize numerical integration of Eq. �1� using a fourth-order
Runge–Kutta algorithm. An essential feature of our approach is
the utilization of a spectral element discretization for the velocity
field, which results in exponential convergence upon p-type re-
finements. Specifically, each mixing block was discretized using
128 spectral elements �16 and 8 elements in the x and y directions,
respectively�. The velocity field from the solution of the Navier–
Stokes equations using sixth-order spectral expansions matched
the analytical results obtained by superposition of the pressure-
driven channel flow and two-dimensional electroosmotic flow
with double precision accuracy. For particle tracking, we utilized
the numerical results from the eighth-order spectral element dis-
cretizations with a time step of �t=10−3, which maintains the
maximum error in the tracked particle velocity and particle loca-
tion below 10−11 for each time step. This allows us to perform
long time integration of particle paths with great computational
efficiency and accuracy, as previously shown in Ref. �25�. In Fig.
2 we present a series of particle dispersion results as a function of
the Strouhal number. Particularly, the development of an interfa-
cial layer is conducted by continuously feeding red and blue fluid
particles to the flow near the channel entrance. Color labeling of
the particles indicate their species entering the mixer from the top
and bottom of the channel, respectively. For poor mixing cases,
the results in Fig. 2 provide qualitative information on the behav-
ior of the interface between the two liquids. However, for better
mixing cases two different colored passive tracer particles dis-
perse uniformly to the whole mixing domain, which can be con-
sidered as a chaotically stirred state. Chaotic motion is character-
ized by the divergence of nearby trajectories in the phase space.
Exponential divergence of initially nearby particles means that the
neighboring particle will soon behave quite differently from the
original particle �43�. Sensitivity to the initial conditions is the
main characteristic of chaotic systems. Chaotic motion enhances
particle dispersion and increases the stirring efficiency. Therefore
global chaotic stirring is highly desirable for design of efficient
micromixers.

Particle dispersion results in Fig. 2 for case A at St=1 /2
 and
3 /2
, and case B at St=1 /4
 and 3 /2
 show oscillatory vertical
motions of the red/blue particle interface in the vicinity of the
channel centerline, which does not enhance particle stirring. How-
ever, case A at St=1 /
 and case B at St=1 /2
 in Fig. 2 exhibit
extensive particle dispersion. In Figs. 2�b� and 2�e�, the material
lines undergo severe stretching and form extremely convoluted
periodic patterns of scattered clusters flowing along the straight
channel. These dramatic morphological changes in material lines
represent the evolution of an initially straight interfacial layer.
Generation of lobelike structures by the periodic perturbation in-
creases the surface contact area between the two-streaming fluids.
A time-periodic stretching and folding process can be clearly ob-

served in these cases toward the downstream of the mixer. One
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hould note the void regions surrounded by well-dispersed par-
icles in Fig. 2�b�. As we will show later in Sec. 4, these regions
re due to the Kolmogorov–Arnold–Moser �KAM� boundaries
hat separate the chaotic and regular regions of the flow, prevent-
ng transport of particles between both regions. Mixing requires
niform dispersion of passive tracer particles in the entire mixing
omain �25�. Therefore, efficient chaotic mixers should avoid
AM boundaries.
Particle dispersion results need to be quantified to obtain objec-

ive measures of the stirring efficiency. For closed mixers, we can
recisely measure the dispersion state in the mixer using conser-
ation of total number of passive tracers �25�. For continuous flow
ixers, parabolic velocity profile induces particle dispersion along

he channel length, and as a consequence, one cannot employ the
onservation of total number of passive tracers within each mix-
ng block. Therefore, parametric studies of the Strouhal number
ffects on mixing will be discussed using dynamic system tools
ppropriate for continuous flow systems in Secs. 4 and 5.

Poincaré Section
In order to investigate the effects of the excitation frequency in

etail, we gradually increase the Strouhal number �St� for cases A
nd B and utilize the Poincaré sections to investigate the best
tirring state. The Poincaré section is a stroboscopic image of
assive tracer particles, obtained as a collection of points where
he trajectory pierces the phase plane. In a closed flow system, the
ime interval between two successive visits of the trajectory in the
oincaré section is the period of motion �44�. Thus, spatial trajec-

ories of passive tracer particles are projected onto the Poincaré
ections by mapping every time period. However, for an open
ow system such as the channel flow, it is impossible to obtain

mages to display the dynamic states in a physical channel domain
x-y� through time-periodic projections, because motions of pas-
ive tracer particles are not bounded within a limited physical
omain. Niu and Lee �14� proposed a useful mapping method to
evelop Poincaré sections for open flow systems. The continuous
ow mixer utilizes time-periodic flow in periodically repeating
ixing blocks. Utilizing this fact, we choose the Poincaré section

Fig. 2 Snapshots of passive particle dispersi
A at St=1/�, „c… case A at St=3/2�, „d… case B
B at St=3/2�
o be xn=n�L for the trajectory of any initial point, where L is
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the length of the mixing block and n=1,2 , . . . ,N. Particle trajec-
tories will intersect boundaries of the mixing blocks successively
at points P1 ,P2 , . . . ,PN. This mapping can be defined as

Pn+1 = �p�Pn� �4�

where �p is the Poincaré mapping. At point Pn, the vertical posi-
tions of the passive tracer particles are recorded in the y axis of
the Poincaré section, while time �t� increases to infinity with the
repetition of mapping. In order to convert t into a periodic vari-
able, we adopt a new variable �. Since the flow is periodic with a
specified St, and 2
 is a common factor in our definition of St, we
defined �=modular�t ,2
�. The values of � are recorded in the
horizontal axis of the Poincaré section. Thus, mathematical ex-
pression of projection points on the Poincaré section is Pn��n ,yn�
�14,19�. This repetitive process of projection can significantly re-
duce the complexity of analysis by decreasing one degree of free-
dom of the dynamical system.

Figures 3�a� and 3�b� depict the Poincaré sections for cases A
and B at different excitation frequencies, respectively. A single
passive tracer particle that was initially placed at �0.02, 0.0� is
tracked for 105 convective time-scales �i.e., H /UHS�. Initial loca-
tion of the particle was near the mixer entrance and on the inter-
face between the two flow streams. In Fig. 3�a�, the Poincaré
sections for case A at St=1 /2
 and 3 /2
 show regular patterns in
the form of sinusoidal curves. Our use of 2
 in the definition of �
manifests itself as a sinusoidal curve with one and three periods
for St=1 /2
 and 3 /2
 cases, respectively. These ordered forma-
tions indicate quasiperiodic motions of passive tracer particles. In
case A at St=1 /
, the Poincaré section loses its structural coher-
ence in most of the �-y plane with the exception of four void
zones. Despite the temporal integration performed for 105 convec-
tive time-scales, the particle cannot penetrate these void zones,
which are regular islands surrounded by the chaotic sea.

The scattering of the passive tracer particle in the Poincaré
section qualitatively implies a chaotic state, while the quasiperi-
odic flow generates an asymptotic barrier called the KAM bound-
ary. If the particle trajectory exhibits exponential divergence, then
the trajectory on its second visit to a particular neighborhood will

at time t=20�: „a… case A at St=1/2�, „b… case
St=1/4�, „e… case B at St=1/2�, and „f… case
on
at
have subsequently different behavior than its previous visit, de-
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troying the KAM boundaries �43�. The route from quasiperiodic
o chaos is built up by the destruction of KAM curves and shrink-
ge of the quasiperiodic areas �i.e., regular islands�, showing mor-
hological irregularity in the phase plane. Thus, a successive
ecord of such behavior is the signature of chaos in the entire flow
omain. Based on these premises, regularly shaped void zones
hould not survive in the Poincaré section. In Fig. 3�b�, case B at
t=1 /4
 and 3 /2
 still show presence of the sinusoidal curves.
owever, the Poincaré section for case B at St=1 /2
 is filled
ith scattered dots—chaotic sea. Qualitatively, case B at St
1 /2
 is dominated under a globally chaotic state and it can be
onsidered as a locally optimum case among all selected cases.

It is already known that the Poincaré section provides an intui-
ive and visually convincing result to qualitatively estimate the
tirring performance. However, once the Poincaré sections be-
ome featureless, it is hard to determine the cases with higher
haotic strength �25�. In addition, Poincaré sections require inte-
ration of passive tracer’s motion for an extremely long time.
onsequently, integration times may exceed the physical diffusion

ime-scale �tdiff=H2 /D�, and the final position of the passive
racer can overshoot the channel length. These are the drawbacks
or the utilization of the Poincaré section as a general mixing
etric. In Sec. 5, we provide the distribution of stretching values
f infinitesimally small fluid filaments for explicit quantification
f mixing performance.

Stretching of Fluid Filaments
Analysis of the stretching field of infinitesimally small fluid

laments provides physical insights in mixing studies. Important
spects of the spatial structure of stirring can be revealed by direct
xamination of the stretching field �32�. Attenuation of the stria-
ion thickness by stretching is the key for the enhancement of
ixing efficiency �21�. Higher stretching results in increased con-

act area, and thus shorter diffusion distances between the mixing
uids �33�. For practical design of microscale mixers, several re-
earchers utilized stretching fields to quantify the mixing perfor-
ance �27,32,33,45�. The total amount of stretching at time t is

etermined by tracking the position x and length l of an infinitesi-

Fig. 3 Poincaré sections for „a… case A at St=1/2�, 1 /�, 3
Passive tracer particles were initially placed at „0.02, 0.0…, w
between the two fluids.
ally small vector l�0�, where the net stretching h is defined as

ournal of Heat Transfer
h =
�l�

�l�0��
�5�

The fluid filaments can lose their structural coherence by disper-
sion, if their initial length l�0� is set too coarsely �i.e., l�0��1.0
�10−2�, resulting in physically meaningless h values after a cer-
tain time �46�.

In Fig. 4, we present the stretching contours for case A at St
=1 /2
, 1 /
, and 3 /2
 and case B at St=1 /4
, 1 /2
, and 3 /2

with h values obtained at time t=100. In the figure, x and y are the
horizontal and vertical coordinates of the initial positions of fluid
filaments, while the depth and the contour colors indicate ln�h�.
For each case, we utilized a particle pair separated by a distance
of 1.0�10−6 H to represent a fluid filament, and we utilized
250,000 fluid filaments that were uniformly distributed through
the entire mixing domain of the first mixing block. For case A at
St=1 /2
, 3 /2
 and case B at St=1 /4
, 3 /2
, ln�h��1 are de-
tected in the vicinity of the centerline of the channel, which cor-
responds to contracting filaments. Obviously, the results in Figs.
4�a�, 4�c�, 4�d�, and 4�f� correspond to poor mixing cases, consis-
tent with the corresponding results shown in Figs. 2 and 3. Par-
ticle stretching contours for case A at St=1 /
, show low ln�h�
values within the regular zones that are sharply segregated from
the chaotic regions by KAM boundaries. Uniform distribution of
high stretching values can be found only in case B at St=1 /2
.
Overall, the results from the stretching contours are consistent
with the particle tracking results shown in Figs. 2 and 3.

Fluctuations of h are described by the calculation of the prob-
ability density function �Hn� of ln h �hereafter, PDF�, defined as

Hn�ln h� = dN�ln h�/d�ln h� �6�

where dN�ln h� is the number of particles experiencing the
stretching values in the range of �ln h , ln h+d�ln h�� �32�. By this
definition, stretching values smaller than unity correspond to con-
traction, while values larger than unity show stretching in the
computed direction. Initial positions of particles are located in a
uniform array, distributed in the whole mixing domain of the first
mixing block. These positions include both chaotic and noncha-

, and „b… case B at St=1/4�, 1 /2�, 3 /2�, on the �-y plane.
h is near the entrance of the channel and on the interface
/2�
hic
otic zones inside the KAM boundaries. It is intuitively expected
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hat points of low stretching values are placed on nonchaotic
ones, while high stretching values are found in strongly chaotic
egimes.

Figure 5 shows Hn computed for case A at �a� St=1 /2
, �b�
/
, and �c� 3 /2
 and case B at �d� St=1 /4
, �e� 1 /2
, �f� 3 /2

sing 250,000 filaments. The figure shows distributions of stretch-
ng values computed until t=100 with time interval of 20. As t
ncreases, all Hn curves shift to the right. In Fig. 5�a�, after a few
onvection times, the central part of each curve develops a bell
hape. However, the peak of the curve is located only around the
ow stretching part. Regions populated by particles experiencing
he highest and lowest stretching values correspond to the regions
f best and worst stirrings, respectively. Figures 5�b�–5�d� and 5�f�
how PDF with two peaks. While the peak to the right is bell-
haped and corresponds to the chaotic region, the peak to the left

Fig. 4 Stretching contours, h, at t=100 for case A at „a… St
„f… 3/2�. Red and blue parts are regions of high and low str
s produced by the regular islands, and it is characterized by the

92403-6 / Vol. 131, SEPTEMBER 2009
presence of multiple subpeaks. As t increases, the peak associated
with the chaotic region moves to the right, indicating exponential
stretching of fluid filaments, while the peak corresponding to the
regular region hardly moves at all. The low stretching part of each
case shows a significant amount of malformation when compared
with the globally chaotic case that exhibits Gaussian distribution.
These malformations are expected since fluid filaments are pre-
vented from stretching due to KAM boundaries. In other words,
an elliptic periodic point at the center of the regular island pre-
vents stretching of fluid filaments due to its strong periodicity, as
we already observed from the particle dispersion results in Fig. 2
and the Poincaré sections in Fig. 3. Compared with the other
cases, Hn curves for case B at St=1 /2
, shown in Fig. 5�e�,
display only the peaks populated by the chaotic regions. This in-

2�, „b… 1/�, „c… 3/2�, and case B at „d… St=1/4�, „e… 1/2�,
hing values, respectively.
=1/
dicates that case B at St=1 /2
 is free of regular zones.
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Numerical Simulation of Scalar Transport
In Secs. 4–6, we have shown the kinematic dependence of stir-

ing and stretching effects using Lagrangian passive particle track-
ng results. In this section, we present the species mixing results
s a function of channel length and Pe. Numerical simulation of

Fig. 5 Time evolution of the PDF of stretching
case B at „d… St=1/4�, „e… 1/2�, „f… 3/2�
ixing requires solution of the flow field from the incompressible

ournal of Heat Transfer
Navier–Stokes and the species transport equations given by

�u

�t
+ u · �u = − �p +

1

Re
�2u �7a�

r case A at „a… St=1/2�, „b… 1/�, „c… 3/2�, and
fo
� · u = 0 �7b�
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here u is a divergence free velocity vector, p is the pressure, and
is the species concentration.
Our numerical algorithm is based on the spectral element
ethod, which utilizes modal expansions within an element using
subset of Jacobi polynomials. Overall, the algorithm results in

xponential convergence upon increasing the number of modes
ithin an element, known as p-type refinements. Especially for

he cases that do not exhibit any geometric or boundary condition
nduced numerical singularities, such as the flow considered in
his study, the coefficient of each mode decays exponentially with
ncreased number of modes, similar to the Fourier series approxi-
ation. As a result, it is possible to obtain numerical solutions
ith an accuracy equivalent to the “computer evaluation” of ana-

ytical solutions. Further details of the numerical formulation and
ode verification can be found in Refs. �25,47,48�.

Overall, the mixing of two miscible fluids is analogous to the
pen heat exchanger problem, where hot and cold fluids mix.
lthough the governing equations and boundary conditions for

hese two problems are identical, the Peclet number �Pe=Re
Pr� in heat transfer is based on the Prandtl number �Pr�, while

he mixing problems utilize Pe=Re�Sc. Despite these similari-
ies, we present here the chaotic mixing of low mass diffusivity
pecies �Sc=1.0�105� utilizing electroosmotic flows, which re-
uire aqueous media with Pr�7. Therefore, the following mixing
esults are not directly applicable to the open heat exchanger prob-
em.

In Fig. 6, we show a series of numerical simulation results of
he mixing of a scalar marker at Pe=1000 in an eight-block mixer.
ach mixing block was discretized using 128 spectral elements
mploying eighth-order expansions. Higher Pe cases required uti-
ization of tenth-order elements. At the entry of the mixer �left� the
arker has concentration values of C=1 �red� and C=0 �blue� in

he upper and lower halves of the domain. Therefore, a perfect
ix would reach C�=0.5 �green�. It is observed that case A at

Fig. 6 Species concentration contours at Re=
1/�, „c… 3/2�, and case B at „d… St=1/4�, „e…
range of 0�x�24 „six blocks…. Each compu
results are shown at time t=20�.
t=1 /
 and case B at St=1 /2
 achieve fast homogenization of

92403-8 / Vol. 131, SEPTEMBER 2009
concentration field, while the others show poor mixing. The dif-
ference in mixing efficiencies can be explained by the exponential
stretching of fluid filaments under high chaotic strength. Exponen-
tially stretched fluid filaments enhance mixing by increasing the
area available for diffusion and by increasing the concentration
gradients normal to the striations. Thus, changing the striation
thickness can control the local diffusion time-scale. Similarities
between the contour plots and the particle tracing results in Fig. 2
are noteworthy.

In general, it is crucial to utilize a metric to describe the mixing
efficiency directly based on the concentration values. In order to
estimate the mixing efficiency, we used the mixing index �M�,
which is based on the homogenized distribution of concentration
values in the domain �i.e., concentration variance�. The mixing
index is defined as �24,25,35,49�

M =
�

C�

=
1

C�

�	C2
 − 	C
2 �� 1

N − 1�
i=1

N � Ci

C�

− 1
2

�8�

where Ci is the average concentration inside the ith section of a
total of N interrogation areas, and i is the numerically calculated
concentration value at a grid point. The 	 . . . 
 symbol denotes av-
eraging over the volume of a single mixing block. Based on the
initial distribution of the species, a perfect mix would reach C�

=0.5. According to the definition in Eq. �8�, a perfect mix results
in M =0. Hence, a smaller value of M shows better mixing. For
the continuous mixer considered here, the mixing index varies as
a function of the channel length, and it can be used as a metric to
assess the mixing efficiency. Better comparisons between the vari-
ous cases are possible using the mixing index inverse �M−1�. Since
M−1→�, while M→0. One can associate the M−1 values with the
concentration range �C���� using Eq. �9�. For example, M−1

=20 corresponds to �=0.025, which gives 95% mixing efficiency,
defined as �1−� /C���100%. Similarly, M−1=10 corresponds to
90% mixing.

In Fig. 7, we present variation of M−1 as a function of the

1 and Pe=1000 for case A at „a… St=1/2�, „b…
�, „f… 3/2�. The mixing domain is within the
on has reached a time-periodic state, while
0.0
1/2
tati
number of mixing blocks for case A at St=1 /
 and case B at St
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1 /2
 in a logarithmic-linear graph. Within the first five mixing
locks �n�5�, M−1 grows faster for case A at St=1 /
 than case B
t St=1 /2
. However, this growth slows down after the fifth mix-
ng block, and case B results in a better mixing efficiency for n

5. The slowing down of mixing for case A at St=1 /
 is due to
he regular flow regions observed in Figs. 2�b�, 4�b�, and 6�b�.
dverse effects of these regular flow zones on mixing will be-

ome more visible for higher Pe cases, where the species trapped
ithin these zones will mix by diffusion. However, the fully cha-
tic case B at St=1 /2
 will continue homogenizing the mix ex-
onentially even for high Pe flows. The rate of homogenization of
he concentration field for high Pe values can be predicted from
he statistics of stretching of multiple fluid filaments �22�. In Fig.

ig. 7 M−1 variation for case A at St=1/� and case B at St
1/2� as a function of the number of mixing blocks at Pe
1000 and Re=0.01

Fig. 8 Temporal evolution of M−1 for
blocks. „a… A series of snapshots obt
val of 0.25T. „b… Time history of M

consistent and stable mixing quality.

ournal of Heat Transfer
8�a�, we plot the concentration contours obtained at four different
instances within a period of excitation. In Fig. 8�b�, we show the
temporal evolution of M−1 for case B at St=1 /2
 in the eighth
mixing block. The M−1 value varies in time due to time-periodic
flow, and its fluctuations are limited within an acceptable range to
guarantee a stable mixing quality at all times. The root mean
square �RMS� value of M−1 is consistently above the requirement
for 90% mixing �i.e., M−1=10�. Therefore, all M−1 values in Fig.
7 achieved their corresponding statistically steady values for Pe
=1000 flow. In Fig. 7 we observe the exponential growth of M−1

in the streamwise direction for case B at St=1 /2
. A good mixer
should be able to sustain this behavior with increased Pe, where
the increase in Pe should be achieved by increasing Sc, while
keeping the flow kinematics and, hence, Re unaltered. We per-
formed mixing simulations within the range of 500�Pe�2000,
and obtained M−1 variation as a function of the mixing block. In
Fig. 9, we present the number of mixing blocks required to
achieve 90% mixing �n90� as a function of the Peclet number for
case B at St=1 /2
. The results show lm,90� ln�Pe� behavior. This
logarithmic dependence is expected for the fully chaotic state.
Implications of this for mixing different Sc fluids are substantial.
Based on the trends in Fig. 9, our mixer design can yield 90%
mixing at lm,90=58 H �i.e., within 15 mixing blocks� and lm,90
=83 H �i.e., within 21 mixing blocks� for Pe=10,000 and Pe
=20,000, respectively.

7 Practical Considerations
In this section, we present the possible dimensions and corre-

sponding actuation conditions for the mixer �case B at St=1 /2
�.
Our design requires utilization of three different surfaces with �
potentials of ��o and zero, which could be maintained by care-
fully selecting the buffer solution and the surface materials. A
possible solution is the utilization of polymethyl-methacrylate
�PMMA�, which exhibits �=−34 mV in 1 mM KCl solution at
pH=7 �50�. In order to induce positive and almost equal � poten-

se B at St=1/2� within eight mixing
ed during a period with a time inter-
n the eighth mixing block exhibits
ca
ain

−1 i
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ial, one can choose aluminum-oxide surface coating that experi-
nces �=37 mV �51�. Electrically neutral surface �i.e., �=0 mV�
an be obtained by depositing a chromium-oxide layer on the
MMA, which will be at its iso-electric point for 1 mM KCl
olution at pH=7 �52�. These materials and buffer conditions sat-
sfy the � potential requirements in the featured mixer concept.
ther material and buffer combinations also exist.
Next we choose a characteristic dimension that would lead to

e=0.01 flow. Fortunately one can have several choices that sat-
sfy the physical operating conditions. First, we choose H
100 
m, for which a single mixing block would be 400 
m.
onsequently, UHS=100 
m /s can be obtained using an axial
lectric field of 4 V/mm, while the pressure-driven flow centerline
elocity would be Uo=80 
m /s. The desired Strouhal frequency
ould be achieved using ac electric field frequency of 1/7 Hz or a

ime period of 6.25 s �which corresponds to ��0.04�. Given
hese dimensions, 90% mixing will be achieved for Pe=1000 flow
i.e., Sc=1�105� within eight mixing blocks, which corresponds
o a mixing length of lm=3.2 mm. An alternative choice of length
cale of H=50 
m results in 200 
m for a mixing block. Con-
equently, UHS=200 
m /s can be obtained using an axial electric
eld of 8 V/mm and the desired dimensional frequency of actua-

ion becomes 4/7 Hz. As a result, 90% mixing for Pe=1000 flow
ill be achieved in a mixing length of lm=1.6 mm. It is clear that
iniaturization of a mixing block by a factor of two results in

oubling of the applied electric field amplitude and quadrupling of
he electric field frequency. Other possibilities, such as the de-
rease in the Reynolds number will decrease the applied electric
eld and at the same time lower the Peclet number for a given
pecies �Sc�, resulting in much shorter mixing lengths. Therefore
t is imperative to make comparisons of the mixing efficiencies of
arious micromixer designs using proper nondimensional param-
ters.

Locally optimum mixing is observed at a specific value of the
oiseuille to Helmholtz–Smoluchowski velocity ratio �A=0.8�.
umerical simulations of particle dispersion in various aspect ra-

io �W /H� rectangular ducts have shown off-design conditions
ear the no-slip side boundaries, where the desired kinematic con-
itions cannot be maintained due to the retardation of flow veloc-
ty. Fortunately, such off-design effects are limited within � dis-
ance from each side-boundary. In our simulations, we observed �
ary from 1.45H to 1.49H for W /H=10 and W /H=30, respec-
ively. As a result, the optimum mixing conditions can be main-
ained within 71% and 90% of the channel width for W /H=10
nd W /H=30 cases, respectively. Therefore, having a large aspect

ig. 9 Number of mixing blocks as a function of the Peclet
umber required to obtain 90% mixing. The results for case B
t St=1/2� are shown at Re=0.01 and various Pe.
atio channel is essential for good mixing performance.

92403-10 / Vol. 131, SEPTEMBER 2009
8 Conclusions
We presented detailed analysis of a chaotically stirred continu-

ous micromixer, conceptually designed and optimized using the
diagnosis tools based on chaos theory. The mixer utilizes � poten-
tial patterned surfaces and an axially applied ac electric field,
which creates time-dependent electroosmotic flow. This is super-
posed with a steady pressure-driven flow that maintains the de-
sired flow rate. In the current study, the kinematic condition is
kept constant at Re=0.01, and the mixing length is characterized
as a function of the Peclet number by varying Sc.

Three different diagnostic tools based on the Lagrangian par-
ticle tracking of passive tracers were utilized to observe and quan-
tify the stirring induced by the design. Particle dispersion simula-
tions, obtained by tracking hundreds of thousands of particles
along the channel, enabled the identification of locally optimum
actuation conditions for two different designs. Case A at St
=1 /
 and case B at St=1 /2
 exhibited enhanced dispersion of
colored particles with dramatic morphological changes in material
lines that represent the evolution of an interfacial mixing layer.
Poincaré sections were utilized to identify the regular and chaotic
regions at different ac frequencies. Chaotic regions appeared as a
random array of dots while the regular regions were identified by
the presence of KAM boundaries. Poincaré sections for cases A
and B were consistent with the particle dispersion results. Case B
at St=1 /2
 has shown a globally chaotic state, while case A at
St=1 /
 exhibited KAM boundaries. Although the Poincaré sec-
tions provide qualitative comparisons between the various cases,
they often require extremely long time integration of passive trac-
ers’ motion. In addition, it is impossible to distinguish higher cha-
otic strength once the Poincaré sections become featureless. To
avoid these drawbacks, distributions of the stretching values were
investigated to provide further physical interpretations. Due to the
KAM boundaries, the probability density function of stretching
values Hn for case A at St=1 /
 has shown subpeaks in the low
stretching region, while Hn for case B at St=1 /2
 exhibited only
one peak in the high stretching region, corresponding to a Gauss-
ian distribution. These were consistent with the partially and glo-
bally chaotic behaviors exhibited by case B at St=1 /2
 and case
A at St=1 /
, respectively.

The Lagrangian particle tracking studies enabled identification
of “locally optimized” operation conditions for the continuous
electroosmotic mixer, at which a globally chaotic state was ob-
served. Numerical solutions of the species transport equations
were utilized to calculate the mixing index based on the standard
deviation of scalar species distribution. Using numerical solutions
at fixed kinematic conditions �Re� and various Schmidt numbers,
variation of mixing length as a function of the Peclet number at
fixed mixing efficiency �M−1=10� was obtained. The mixing
length lm was shown to scale as ln�Pe� for the globally chaotic
flow, which would minimize lm for mixing species with various
Schmidt numbers. On the other hand, nonoptimum stirring is
known to result in regular flow zones with lm�Pe� scaling �25�.
Therefore, the presence of nonchaotic zones can significantly re-
duce the mixing performance, while proper utilization of elec-
troosmotic flows can minimize or eliminate the regular flow
zones.
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Nomenclature
A � velocity ratio, =U0 /UHS
C � dimensionless concentration
D � mass diffusivity
h � net stretching, =l / l0

H � half channel height
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Hn � probability density function of stretching
l � overall stretching

l0 � initial stretching or initial length of fluid
filament

lm � mixing length
lm,90 � required mixing length for 90% mixing

L � length of mixing block
n � number of mixing blocks

n90 � number of mixing blocks for 90% mixing
Pe � Peclet number, =UHSH /D
Re � Reynolds number, =UHSH /�
Sc � Schmidt number, =� /D
St � Strouhal number, =�H /UHS
t � dimensionless time

T � period of the ac electric field
UHS � Helmholtz–Smoluchowski velocity
U0 � Poiseuille flow channel centerline velocity

x � dimensionless horizontal coordinate
y � dimensionless vertical coordinate

reek
� � modular �t ,2
�
� � Stokes number ��2�St�Re�
� � exponent of Pe for scaling of the mixing

length
� � distance from the side boundaries where a spe-

cific A value can be maintained
� � standard deviation of concentration values
� � kinematic viscosity
� � frequency of the ac electric field
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Analytical and Experimental
Analysis of a High Temperature
Mercury Thermosyphon
High temperature thermosyphons are devices designed to operate at temperatures above
400°C. They can be applied in many industrial applications, including heat recovery
from high temperature air fluxes. After a short literature review, which shows a deficiency
of models for liquid metal thermosyphons, an analytical model, developed to predict the
temperature distribution and the overall thermal resistance, is shown. In this model, the
thermosyphon is divided into seven regions: three regions for the condensed liquid,
including the condenser, adiabatic region, and evaporator; one region for vapor; one for
the liquid pool; one for the noncondensable gases; and another for the tube wall. The
condensation phenomenon is modeled according to the Nusselt theory for condensation
in vertical walls. Numerical methods are used to solve the resulting equations and to
determine the temperature distribution in the tube wall. Ideal gas law is applied for the
noncondensable gases inside the thermosyphon, while the evaporator and condenser heat
transfer coefficients are obtained from literature correlations. Experimental tests are
conducted for thermosyphon with mercury as working fluid, designed and constructed in
the laboratory. The results for two thermosyphons with different geometry configurations
are tested: one made of a finned tube in the condenser region and another of a smooth
tube. The finned tube presents lower wall temperature levels when compared with the
smooth tube. The experimental data are compared with the proposed model for two
different liquid pool heat transfer coefficients. It is observed that the comparison between
the experimental data and theoretical temperature profiles is good for the condenser
region. For the evaporator, where two distinct regions are observed (liquid film and
pool), the comparison is not so good, independent of the heat transfer coefficient used. In
a general sense, the model has proved to be a useful tool for the design of liquid metal
thermosyphons. �DOI: 10.1115/1.3089551�

Keywords: thermosyphon, high temperature, liquid metal, mercury, heat pipe
Introduction
Thermosyphons are high thermal conductance devices able to

ransfer high amount of heat. In its most simple form, a thermo-
yphon is an evacuated metal pipe, charged with a predetermined
olume of an appropriate working fluid. It can be divided into
hree main sections: evaporator, where heat is delivered to the
evice, an adiabatic section �which can or cannot exist�, and a
ondenser, where the transferred heat is released. In the evapora-
or section, heat evaporates the working fluid. Usually two subre-
ions are found in the thermosyphon evaporator: a liquid film,
ttached to the tube wall and a pool on the bottom of the device.
he vapor generated in the evaporator moves toward the con-
enser region, where it condenses, and the condensed liquid re-
urns to the evaporator by gravity.

High temperature thermosyphons work at temperatures above
00°C. They can be applied for industrial equipment. One good
xample is regenerative heat exchangers in petroleum plants as-
isted by thermosyphons. This equipment is used to recover heat
rom high temperature streams, such as those released from fur-
aces, and uses the energy to preheat air.
The usual working fluids for high temperature thermosyphons

re liquid metals, including potassium, sodium, mercury, or
ithium. Table 1 shows the melting and boiling points of these
aterials and the range of operation temperatures of the thermo-

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received April 24, 2008; final manuscript re-
eived January 29, 2009; published online June 22, 2009. Review conducted by

utaka Asako.

ournal of Heat Transfer Copyright © 20
syphons �1�. They present good heat transfer characteristics: high
thermal conductivities, high heats of vaporization, and high sur-
face tension coefficients. However, sodium, potassium, and
lithium are elements that require careful handling. They are highly
reactive with water and humidity, liberating flammable gases. On
the other hand, mercury is a highly toxic substance and has been
avoided in thermosyphons for industrial applications.

The tube material must be chemically compatible with the
working fluid to avoid chemical reactions, which could produce
undesirable noncondensable gases. The material of the tubes must
also resist corrosion, keeping its mechanical properties at the high
working temperatures. In this work, stainless steel was used to
manufacture the mercury thermosyphons that attend well the tem-
perature range of this working fluid. Alternative materials for ther-
mosyphons are ceramics, such as silicon carbide and alumina.
These materials have excellent corrosion and erosion resistances
and high strength in high temperature. Some working fluids, such
as lithium, are not compatible with ceramic materials �2�. There-
fore, ceramic pipes should be provided with a protective inner
liner, which matches with the ceramic expansion characteristics.

Ranken and Lundberg �2� described some high temperature ce-
ramic heat pipes. The authors discussed the deposition of a metal
layer in the inner wall to prevent corrosion of the pipe by the
liquid metal. The following combinations between tube material
and protective layers were studied: alumina/niobium and silicon
carbide/tungsten. Note that the alumina and silicon carbide have
different chemical and physical properties. Sodium and lithium
were used as the working fluid in both cases.

Merrigan �3� initially conducted experiments of alumina heat

pipes with sodium as the working fluid. The alumina case was

SEPTEMBER 2009, Vol. 131 / 092901-109 by ASME
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sed due to the low cost and safe operation without protective
etal. None of the heat pipes tested survived the thermal shock

mposed during the operation startup. The first successful opera-
ion of Merrigan �3� with high temperature heat pipes was ob-
erved for silicon carbide heat pipes using a protective layer of
ungsten. The working fluid was sodium, operating in air and flue
as at temperatures of around 927°C. After 100 h of operation
nd 30 start-up cycles, the tube was sectioned and examined to
erify the presence of some deterioration and corrosion. The cor-
osion of tungsten by sodium was considered acceptable.

The main objective of the present study is to develop technolo-
ies for high temperature thermosyphons aiming at industrial
quipment applications, such as heat exchangers for chemical and
etroleum industries. Therefore, a complete easy to handle ana-
ytical model to predict the temperature distribution and the heat
ransfer capacity of liquid metal thermosyphons is developed.
lso, experimental studies are conducted to produce data that are

ompared with model results.
In this work, thermosyphons and heat pipes are considered as

ifferent devices. Thermosyphons use gravity to return the con-
ensate to the evaporator, while heat pipes employ capillary forces
rovided by its internal porous media.

Literature Review
Yamamoto et al. �4� conducted one of the first studies in high

emperature heat pipes with screen mesh porous media. They in-
estigated the lifetime and performance of stainless steel case heat
ipes with sodium as the working fluid. These heat pipes were
ubjected to temperatures levels of 600°C, 650°C, and 700°C for
200 h of operation, with the condenser exposed to the environ-
ent. After each test, each heat pipe was cut, and its inner surface

nd screen mesh were analyzed. A small corrosion was observed.
ther literature experimental works concerning high temperature

hermosyphons and heat pipes include Refs. �5–7�.
Yamamoto et al. �5� conducted an experimental study about
ercury thermosyphons and heat pipes. The tested tubes were

xposed to temperatures between 350°C and 600°C. The tem-
erature profile along the tube was measured. The tubes reached
he steady state conditions in about 30 h. After the completion of
he tests, the materials of the internal sections were analyzed, and
he authors concluded that the metal corrosion was small.

Reid et al. �6� manufactured heat pipes using lithium as the
orking fluid and molybdenum as the tube material. They tested

he tube in horizontal orientation. The heat pipe was able to
chieve 1400 K above the room temperature in 20 min.

Park and Boo �7� developed an experimental apparatus to ana-
yze the performance of heat pipes using sodium as the working
uid. The evaporator region was heated by means of an electric
urnace. The tube was manufactured with 316L stainless steel.
hey observed that the temperature distribution depended on the
eat transfer rate of the device.
Few studies in the literature involve analytical or numerical
odels for predicting the performance of thermosyphons. This is

articularly true for liquid metal thermosyphons. Reed �8� and
eed and Tien �9� presented an analytical model for the thermal
erformance of thermosyphons, but the working fluid was not

able 1 Melting and boiling points of liquid metals at atmo-
pheric pressure „1 atm…

orking fluids
Melting point

�°C�
Boiling point

�°C�
Usual range

�°C�

odium 98 892 600–1200
ithium 179 1340 1000–1800
otassium 62 774 500–1000
ercury �39 357 300–600
iquid metal. Their model is based on mass, momentum, and en-

92901-2 / Vol. 131, SEPTEMBER 2009
ergy balances for the vapor and for the liquid film, in several
sections of the thermosyphon. The objective of the model was to
determine the operation characteristics of this device, including
the liquid film thickness, the mass flow rate, and temperature of
vapor, as well as to provide the drying and flooding limits. Both
transient and steady regimes were analyzed.

Storey �10� modeled numerically the operation of a water ther-
mosyphon in the transient regime. The numerical model includes
conduction of the wall, the shear stress between the vapor and
liquid film, the influence of the liquid mass in the pool, and the
effective length due to the expansion and contraction of noncon-
densable gases in the vapor nucleus. The model assumes one-
dimensional flow of the vapor and of the condensed liquid film,
and two-dimensional conduction of wall. The transient behavior in
the liquid pool was also modeled.

Ling and Cao �11� analyzed miniature high temperature rotating
heat pipes by employing appropriate flow and heat transfer mod-
els. To obtain data to compare with the model, they performed an
experimental investigation of these devices. The effects of non-
condensable gases on temperature distribution along heat pipe
length were also investigated. They concluded that these noncon-
densable gases have adverse effect on the heat pipe performance,
resulting in a large temperature gradient near the condenser end,
reducing the heat pipe heat transfer capacity. Their models con-
sider zero heat transfer coefficients between the noncondensable
gas region and case wall. Therefore, only conduction heat transfer
is considered in this region.

Harley and Faghri �12� presented a transient two-dimensional
thermosyphon model that accounts for conjugate heat transfer
through the wall and the falling condensate film. The vapor flow
and pipe wall regions were solved by complete transient two-
dimensional conservation equations, and the liquid film was mod-
eled using a quasisteady Nusselt-type solution. This model does
not consider the effects of noncondensable gases, but investigates
the effects of vapor compressibility in a high temperature thermo-
syphon that can be significant in some cases.

3 Proposed Model
A model for high temperature thermosyphons operating in

steady state conditions is proposed with the objective of predict-
ing the thermal performance of this device. For modeling pur-
poses, the thermosyphon is divided into seven regions, as shown

Fig. 1 Schematic high temperature thermosyphon model
in Fig. 1. Region 1 encompasses the condensed liquid film in the
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nner surface of the condenser wall. Region 3 includes the liquid
lm that is in contact with the evaporator internal wall. Region 2,

ocated within the adiabatic region, is considered thermally insu-
ated from the environment. It includes the condensed liquid,
hich leaves the condenser. Region 4 encompasses the liquid pool
nder the effect of the incoming heat. The vapor inside the ther-
osyphon is considered to be within Region 5. All the noncon-

ensable gases eventually present in the system are considered to
e within Region 6. Finally, Region 7 includes the metallic pipe
all.

3.1 Liquid Film. Not many studies for heat transfer related to
ow of condensed metal inside vertical tube walls can be found in

he literature. In the present paper, a model based on the classical
usselt theory is considered. It is assumed that the ratio between

he film thickness and tube diameter is very small �� /d�1�. Con-
equently, the inside vertical tube wall is considered a flat vertical
urface. The condensed film is returned to the condenser by means
f gravity. The vapor is assumed to be at the saturated tempera-
ure, and no shear forces are considered.

The Nusselt theory assumes laminar flow, constant properties in
he film liquid, pure vapor with uniform temperature �Tsat�, and no
hear stresses in the liquid-vapor interface. The mean heat transfer

oefficient of the film, h̄L, is determined by the integration of local
eat transfer coefficient, hx=k /�, over the condenser length, Lc,
esulting in:

h̄L =
1

Lc
�

0

Lc

hdx → h̄L = 0.943��lg��l − �v�hlv� kl
3

�l�Tsat − Tw�Lc
�1/4

�1�

here hlv� =hlv+0.68Cpl�Tsat−Tw�, and Cpl is the liquid heat capac-
ty. The properties of the liquid are evaluated at the average tem-
erature between the wall and the vapor.
In the adiabatic section, the equations derived from the Nusselt

nalysis are not applied to the adiabatic section because there is
o radial heat transfer in this region. The axial heat conduction is
elatively small due to the small wall tube thickness and to the low
hermal conductivity of its material. Then, the thickness of the
iquid film is uniform and is the same as that which leaves the
ondenser region.

In the evaporator section, the vapor temperature level is consid-
red lower than the wall temperature. The film thickness in the
vaporator ��La+Lc+�x� and the film mean heat transfer coefficient

h̄ef� are modeled based on the same Nusselt theory of condensa-
ion for a flat vertical surface and are given by the following
quations, respectively:

�La+Lc+�x = ��La+Lc

4 +
4kl�l�Tsat − Tw��x − La − Lc�

g�l��l − �v�hlv
�1/4

�2�

here �La+Lc is the film thickness at the end of the adiabatic
ection.

3.2 Liquid Pool. In the liquid pool region, nucleate boiling is
onsidered. For mercury, some correlations for the heat transfer
oefficients of the pool were obtained from the literature, such as
hose of Subbotin �13� and Ratiani �14�, given, respectively, by

hep = Cs�q2/3�� klhlv�l

�T2 	1/3� Pl

Pc
	s

�3�

hep =
0.007kl

rn
�qrn

2hlv�g

�Tsatkl
	7/10��l�Tsatcpl

hlv
2 �g

2rn
	1/4

�� rnp1/2��g
−1 − �l

−1�1/2

�l/�l
	1/4

�4�

here Cs=8.0 and s=0.45 for Pl / Pc	0.001, Cs=1.0 and s
0.15 for Pl / Pc
0.001, Pc is the critical pressure of fluid, Pl is
he liquid pressure in contact with heated surface, rn is the radius

ournal of Heat Transfer
of the nucleation site �equals 20�10−6 m2, characteristic of in-
dustrial surfaces�, and T is the average between saturation �Tsat�
and wall �Tw� temperatures, in Kelvin.

3.3 Vapor Region. This region encompasses the nucleus of
evaporator, condenser, and adiabatic sections, where the vapor is
located. The vapor is assumed to be at the saturated temperature
level and at the same temperature along the pipe. Vieira da Cunha
�15� presented a model for the vapor pressure distribution inside
the tube, which can be applied to the vapor region of thermosy-
phon. He concluded that the vapor pressure difference between
condenser and evaporator is negligible for the mercury thermosy-
phon under investigation. Then, in the present model, no vapor
pressure or temperature distributions are considered. Vapor en-
trainment in any of the thermosyphon regions, due to liquid drag
forces, is not considered. This means that no shear stresses are
considered, in accordance with Nusselt’s model hypothesis. All
vapor produced in the evaporator is considered condensed in the
condenser.

3.4 Noncondensable Gas Region. The present model also
considers the noncondensable gases, which can be eventually
found inside the thermosyphon. The major problem is to deter-
mine the amount of noncondensable gases. During the fabrication
process, the tube is cleaned and evacuated before the addition of
the working fluid. The noncondensable gases are generally formed
from the chemical reaction between the fluid and the tube mate-
rial. The volume of these gases is hard to predict. In the present
model, only the noncondensable gases �air, for instance�, remain-
ing after vacuum is created inside the tube, is considered. In other
words, the fluid is considered completely compatible with the tube
material not producing noncondensable gases.

Noncondensable gases are clustered in the upper condensation
region during operation, decreasing the effective length of the
thermosyphon. Actually, in the regions where the noncondensable
gases are present, the heat transfer coefficient inside the tube de-
creases significantly because condensation no longer happens in-
side the tube. Furthermore, it is well known that the capacity of
exchanging heat in gases is very limited. As a result, in present
model the noncondensable gas region is considered adiabatic.

For modeling this region, the pressure, the mass, and the tem-
perature of these gases in the start-up conditions are considered
known. In steady state conditions, the final volume of the noncon-
densable gases are obtained from the ideal gas law, considering
that the temperature of the gas is known, as well as the pressure,
which is considered the same as the vapor pressure in the upper
part of the condenser region. Actually, the model is a design tool,
and this region was included to help in the adjustment of the
theoretical model to experimental data that will be eventually
available.

3.5 Distribution of Wall Temperature. The temperature dis-
tribution of the thermosyphon wall is determined through the
method of finite volumes �16�. In this method, the wall is divided
into several small volumes, where a balance of energy, for steady
state conditions, is performed. Each volume consists of a ring of
thickness �x, as illustrated in Fig. 2. The differential volume of
temperature Tp is submitted to the following heat flux �q� through
the boundary areas: conduction from north �n� and south �s� and
convection for east �e�� and west �w�� side areas. The volume is in
contact with outside and inside fluids at temperature levels of To
and Ti, respectively, where To is the environmental temperature,
considered uniform for each section, while Ti is assumed at the
vapor or pool temperatures, depending on the region of the ther-
mosyphon. The following finite volume equation resulted from
this balance for each volume:

ApTp = AnTN + AsTS + B �5�
where the coefficients are given by: Ap=hw�Aw�+As+An+he�Ae�,

SEPTEMBER 2009, Vol. 131 / 092901-3
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s= �kwAxs� /�x, An= �kAxn� /�x, and B=hw�Aw�To+he�Ae�Ti.
Equation �5� is applied to each control volume of the thermo-

yphon wall. All the equations together form a system of linear
quations, which is solved by means of iterative methods. An
nitial temperature guess is applied to all the volumes, and the
emperature, for the k+1 iteration, is related to the temperature of
he k iteration by the following self-adjustable equation, according
o the Gauss–Seidel �16� method:

ApTp
k+1 = AsTS

k+1 + AnTN
k + B �6�

The heat transfer coefficient inside the tube depends on the
hermosyphon region under consideration. As already mentioned,
wo subregions are found in the evaporator region: the pool and
he falling liquid film. Equation �2� is used for the falling liquid
ubregion, and Eq. �3� or Eq. �4� for the pool subregion, depend-
ng on whether the volume is in contact with the falling film or
ith the pool. In the condenser, the internal heat transfer coeffi-

ient is given by Eq. �1� for each control volume.
The outside face of the wall receives a uniform heat flux rate

Qw�� in the evaporator. Then, the coefficients Ap and B of Eq. �5�
or this region turns out to be Ap=As+An+hiAe� and B=Qw�
hiAe�Ti. For the condenser, the outer heat transfer coefficient is
alculated by experimental data or through appropriate correla-
ions of literature.

3.6 Numerical Solution. As already mentioned, the model is
olved numerically by means of an iterative process using FOR-

RAN. The input data for the model are: lengths of the condenser
Lc�, adiabatic section �La�, and evaporator �Le�; mass of fluid;
xternal heat transfer coefficients; condenser external wall tem-

erature; tube inner diameter �di�; and heat transfer rate �Q̇�. The
odel determines the wall temperature distribution and the film

hickness of the thermosyphon for steady state conditions. A check
f the minimum amount of fluid to guarantee that the entire inter-
al wall is in contact with the condensate film is performed by
omparing the calculated mass of condensate film with total work-
ng fluid mass of thermosyphon.

First, the model calculates the effective length of thermosy-
hon, defined as the region where there is significant exchange of
eat �in other words, the region not in contact with the noncon-
ensable gases�. Then, the effective length of thermosyphon is
ivided into several control volumes. The energy equilibrium
quations for each control volume, including the heat transfer co-
fficients and liquid film thickness, were obtained according to the
even regions �see Fig. 1�, using the formulation presented in the
ast section. These control volume equations are solved numeri-
ally based on the method of finite volumes �16�.

The whole tube is initially considered at uniform temperature in
he design working temperature level. This temperature basically
epends on the amount of heat that the device is supposed to
ransfer. A good initial guess reduces the computational time so
hat the convergence is obtained after a few hours of computation.

ig. 2 „a… Control volume and „b… energy balance in the cross-
ectional area of the control volume
he convergence is considered achieved when the comparison

92901-4 / Vol. 131, SEPTEMBER 2009
between the heat transfer rate numerically calculated and the input
data is within an established tolerance. When these values are
unbalanced, the vapor temperature, which is considered uniform
along the whole tube, is adjusted; decreased, if the heat output is
larger than the heat input or increased if the heat output is lower
than the heat input.

4 Experimental Work

4.1 Experimental Setup. The experimental apparatus is com-
posed by an electric furnace, a power controller, and a data acqui-
sition system, as illustrated in the schematic in Fig. 3. The furnace
contains three blocks of electric resistances, each one 200 mm in
length and 50 mm in diameter. Each resistance has a digital tem-
perature controller that keeps its temperature above the maximum
value of 1200°C. The resistances transfer heat to the evaporator
section through radiation. This furnace is isolated by ceramic fi-
ber. In addition, a box of wood with vermiculite �natural mineral�
is built around it to minimize the heat loss through the walls. A
device located at the top of the furnace, consisting of four adjust-
able connecting rods, is built to support the pipe, so that the ther-
mosyphon remains upright.

The heat flux rate, which is dissipated by the resistances, is
regulated by a power controller that varies the voltage to up to 220
V. The voltages and temperatures are measured by a data acquisi-
tion system �HP 34970 Bench-Link Data Logger�, and the result-
ing data are stored in a computer..

The test laboratory is open to the environment, as a safety pro-
cedure concerning the use of mercury. Therefore, the condenser
region room temperatures and external heat transfer coefficients
are not controlled, and depend on the environmental conditions.
The external heat transfer condenser coefficients employed in this
work are obtained from experimental data.

4.2 Description of Thermosyphons. Two devices, Thermo-
syphon A and Thermosyphon B, were designed, constructed, and
tested. Both are made of stainless steel 316L tubes, with a length
of 1.0 m, and outer and inner diameters of 25.4 mm and 21 mm,
respectively. The condenser region of Thermosyphon A of ap-
proximately 500 mm has 31 fins with a diameter of 50 mm, which
are 14.6 mm distant from each other. Thermosyphon B is smooth
in all regions. The amount of mercury used was approximately
30.5 ml for Thermosyphon A and 40 ml for Thermosyphon B.

Inside both thermosyphons, a small diameter tube �capillary
tube� is located in the central axis and welded to the cap of the
thermosyphons. The region between these inner and outer tubes is

Fig. 3 Schematic of the experimental apparatus
sealed. A thermocouple, which slides through the capillary tube,
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easures the vapor temperature. The material of the small tube is
tainless steel 316L, with an outer diameter of 6.35 mm and a
hickness of 1.0 mm.

An analysis of heat losses by conduction through the capillary
ube was performed, showing that they are negligible and that the
emperature readings inside the tube are good measurements of
he vapor or liquid pool temperatures �depending on the position
f the thermocouple inside the capillary tube�.

4.3 Experimental Methodology. The thermosyphons were
nstrumented with K-type thermocouples manufactured by
MEGA. These thermocouples were spot welded on the external
all of the tube to guarantee good contact with the wall and,

onsequently, good measurements of temperature. The thermo-
ouples are protected against the radiation and convection through
luminum strips.

Another thermocouple was inserted inside the capillary tube to
onitor the vapor temperature along the entire length of thermo-

yphon. This K-type thermocouple 1.5 m in nominal length is
anufactured by ECIL. The thermocouple has an external protec-

ion consisting of a sheath of stainless steel, with mineral as insu-
ation between the wire and the aluminum. The tests were con-
ucted in steady state conditions that were considered reached
fter several operation hours, when the temperature variation was
ess than 9°C in all thermocouples. Then, the data acquisition
ystem was used to acquire data in regular time intervals of 10 s.
he descriptions of the thermosyphons tested �condenser, evapo-

ator, and adiabatic section lengths�, as well the power inputs ap-
lied in each test, are found in Table 2.

4.4 Experimental Results. The data collected from the tests
llow for the plot of Thermosyphons A and B external and internal
emperature profiles. The heat transfer rate for each thermosyphon

Q̇� is determined by the difference between power dissipated by
he electric furnace resistances and the heat losses from the fur-
ace to the environment. In the present case, the heat losses
hrough the furnace walls are considered negligible, which is a
ood hypothesis, considering the vermiculite insulation around the
urnace. Then, the heat transfer rate is calculated by the well
nown equation, where V is the electrical potential applied to the
lectric resistance R.

An analysis of the uncertainty of the temperature measurements
nd of the heat transfer rate was carried out. An accuracy of �2 W
as obtained for the 485 W and 486 W power inputs and of about
8 W for the 1609 W and 1922 W power inputs. Accuracies of

round �8.2°C are estimated for temperatures from 200°C to
00°C and of �8.9°C for temperatures from 600°C to 1000°C.
his relatively high uncertainty was also observed by White �17�,
ho reports nonuniform temperature measurements related to
igh temperature levels and installation problems.
Figure 4 shows the wall and vapor temperature profiles for

hermosyphon A �finned in the condenser region�, with heat trans-
er rates of 485 W and 1609 W, respectively. Temperature mea-
urement uncertainties are also presented in these figures for each
oint, through vertical bars. In Fig. 4, it can be noted that in
lmost the whole tube, the vapor temperature levels are higher
han the wall temperature, but an intersection of these curves is

Table 2 Specification of tests for the thermosyphons

escription
Thermosyphon A
�finned condenser�

Thermosyphon B
�all smooth�

eat transfer rate 485 W 1609 W 486 W 1922 W
ondenser length 700 mm 690 mm 640 mm 640 mm
vaporator length 200 mm 210 mm 200 mm 200 mm
diabatic section length 100 mm 100 mm 140 mm 140 mm
illing ratio 48.5% 48.5% 63.5% 63.5%
bserved for the 0.8 m position �condenser�. Actually, the sudden

ournal of Heat Transfer
temperature drop shows the region where the noncondensable
gases concentrate at the tip of the condenser. In this region, the
heat exchange between gases and tube is very poor, and the heat
conduction through the solid materials takes the major role. One
should note that the axial heat conduction through the thermosy-
phon wall is much higher than the axial conduction of the inner
capillary tube wall, whose thickness is much thinner than the ther-
mosyphon wall.

The outer wall temperatures should be lower than vapor tem-
peratures �capillary tube� in the condenser region because the heat
leaves the thermosyphon in the radial direction. On the other
hand, in the evaporator, which is a region where the tube receives
heat, the outer wall temperatures should be higher than the vapor
temperatures. The plots show this trend but also show that there
are some points in the evaporator where the inverse is observed
�see Fig. 4�. This is an unexpected behavior, which is attributed to
the problem related to high temperature measurements, as already
observed. Despite this inconsistency, it is important to emphasize
that these differences between vapor internal �capillary tube� and
external �outer wall� temperatures, also considering the difference
of temperature in thickness wall, are within the uncertainty of
temperature measurements. Due to its problem, many measure-
ment repetitions and parallel experimental studies, not shown in
this paper, were conducted �Fig. 5�.

For Thermosyphon B, which has no fins, two testes were also
performed, as show in Table 2. Figure 6 shows the tube wall and
vapor temperature profiles for these tests, for heat transfer rates of
486 W and 1922 W, respectively. The experimental points of these
plots also present vertical bars, representing the experimental un-
certainties. It can be noted, in both cases �Fig. 6�, that the outer
wall temperatures are higher than the vapor temperatures along
the tube. It was expected that, in the condenser region, the vapor
temperature should be higher than the wall temperatures, but this
is not verified by the data. On the other hand, one should note that,

Fig. 4 Temperature profile of Thermosyphon A subjected to
485 W of heat power

Fig. 5 Temperature profile of Thermosyphon A subjected to

1609 W of heat power

SEPTEMBER 2009, Vol. 131 / 092901-5
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gain, the temperature differences between wall and vapor in this
egion are within the temperature measurement uncertainties, also
onsidering the conduction radial temperature difference.

The wall temperature for Thermosyphon A, which is finned, is
ompared with the wall temperature profile of Thermosyphon B,
hich is smooth, for a similar level of heat transfer rates. It is
bserved that the outer wall temperature profile for Thermosy-
hon A �finned� is lower than for Thermosyphon B �smooth�, as
xpected, since the finned region promotes a better heat exchange
ith the environment, decreasing the temperature levels. In addi-

ion, the temperature differences between the two thermosyphons
ncrease when the power increases due to the same reasons. It can
lso be observed that the region occupied by noncondensable
ases is larger for Thermosyphon B because the lower levels of
emperature lead to lower vapor pressures, causing a minor com-
ression of these gases.
The radial differences of temperature can be significant, due to

he low thermal conductivity of the wall tube. This radial thermal
esistance represents the largest individual resistance of the over-
ll thermal resistance circuit of thermosyphon �Rt�. The thermal
esistance, which represents the capacity of the device to transfer
eat, is given by

Rt = �T̄/Q̇ �7�

here �T̄ is the mean temperature difference between the con-
enser and evaporator. It can be noted that the thermal resistance
ecreases with the heat transfer rate increase. The thermal resis-
ance of Thermosyphon A, for 485 W, is smaller than that for
hermosyphon B, for 486 W �note that the power is practically

he same�. Two facts may have contributed to a lower thermal
esistance of Thermosyphon A: the smaller filling ratio of Ther-
osyphon A and the presence of fins, which provides better heat

xchange in the condenser external area.

Comparison Between Theoretical and Experimental
esults
The model presented in Sec. 4 was implemented in the com-

uter using thermophysical and geometric properties of Thermo-
yphons A and B, shown in Table 2, and compared with the ex-
erimental temperature distribution of the outer wall.
Only the gases that remain after the tube evacuation were con-

idered as the noncondensable gases in the present simulation. A
emaining pressure of 100 Pa was assumed after the evacuation.
he perfect gas model showed that the tube length occupied by

he noncondensable gases is negligible. However, in actual cases,
ther noncondensable gases are formed, mainly due to the chemi-
al reaction between the fluid and tube. As already discussed, they
an occupy a considerable volume, especially when the tempera-

ig. 6 Temperature profile of Thermosyphon B subjected to
86 W
ure level is low for low heat power transport, as observed in Fig.

92901-6 / Vol. 131, SEPTEMBER 2009
4, for Thermosyphon A. Therefore, all model simulations were
performed considering only the effective length of the thermosy-
phons tested �Fig. 7�.

The results for Thermosyphon A for 485 W are compared with
the proposed model, for the two pool correlations, in Fig. 8. A
good comparison of the temperature profiles resulting from the
simulation and experimental data is observed in the condenser and
the liquid film region of evaporator. In the liquid pool, levels of
temperatures are different for the two simulations. Observing Fig.
8, one can note that the model with Ratiani correlations shows a
step in the temperature profile of the evaporator region, while the
model with the Subbotin correlation shows a much smoother be-
havior. Obviously, this happens because the values of the pool
heat transfer coefficients obtained from Ratiani are lower than
those of Subbotin’s correlation. The temperature data in this re-
gion present a higher level than the model, therefore, the model
with the Ratiani correlation has better comparison with data.

In Fig. 8, it can be observed that, in the adiabatic section, there
is a linear variation in temperature for both models because in this
region only the axial heat conduction by the wall of thermosyphon
is considered. The models used to determine the temperature dis-
tribution of the evaporator liquid film, adiabatic, and condenser
regions are the same for both theoretical plots.

The outer wall temperature profiles for dissipations of 486 W
and 1922 W, for Thermosyphon B, were also simulated using both
theoretical correlations for the pool heat transfer coefficients. Fig-
ure 9 presents the comparison between models and data for these
profiles. The observations made for the thermal behavior of Ther-
mosyphon A are valid here; again the theoretical model employing
the Ratiani correlation presents reasonable comparison with data
for the evaporator region, while the comparison between the
model and data is very good for the rest of the thermosyphon.

In general, the theoretical temperature profiles show a uniform
�constant value� distribution in the condenser, in the pool region,
and in the evaporator liquid film region, and a linear profile in the
adiabatic section. The linear profile of adiabatic section is justified
only by the presence of the axial conduction of the wall. The

Fig. 7 Temperature profile of Thermosyphon B subjected to
1922 W

Fig. 8 Comparison: experimental data and model for Thermo-

syphon A to 485 W
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niform profile in other regions shows uniform heat transfer co-
fficients, both in the pool and in the liquid film regions. Actually,
hese profiles are combinations of the internal and external heat
ransfer coefficients, connected to the low axial thermal resistance
f the tube wall. These facts show that the accuracy of model is
ssentially related to the precision with which heat transfer coef-
cients are determined.

Conclusion
This paper presents a theoretical and experimental study of
ercury thermosyphons. The outer wall and vapor temperature

rofiles, as well as the thermal resistance, were shown for two
istinct thermosyphons: Thermosyphon A, which is finned in the
ondenser, and Thermosyphon B, which is all smooth. The outer
emperatures, measured on the external surface of tube, are lower
or the Thermosyphon A, and the difference in these temperatures
etween the two thermosyphons increases when the level of
ower also increases.
In both thermosyphons, the difference in mean temperature be-

ween the condenser and evaporator is significant due to the high
hermal resistances of the wall in the radial direction, as the ma-
erial of this wall �stainless steel 316L� presents low thermal con-
uctivity and relatively thick walls.
Data obtained from experimental tests of mercury thermosy-

hons were confronted with theoretical results from the proposed
odel, through the comparison of the outer wall temperature pro-
les. The simulations were conducted using two different correla-

ions for the pool heat transfer coefficients: Subbotin �13� and
atiani �14� correlations. The uniform temperature profiles for the
ondenser and evaporator liquid film regions are due to the uni-
orm characteristics of the heat transfer coefficients. The two steps
ound in the evaporator theoretical temperature distribution curves
re because the pool and the liquid film regions present two uni-
orm and different levels of heat transfer coefficients.

Within the regions, the uniformity is possible because the heat
ransfer coefficients inside the thermosyphon are much higher

ig. 9 Comparison: experimental data and model for Thermo-
yphon B to 486 W
ournal of Heat Transfer
than that due to the tube wall material. A good choice of the heat
transfer coefficient correlations is very important for a good the-
oretical model.

For the present studied cases, the comparison between the ex-
perimental data and theoretical temperature profiles is good, espe-
cially in the condenser and adiabatic sections. In the evaporator,
this comparison is poorer, independent of the theoretical correla-
tion used for the determination of the heat transfer coefficient.
Even when considering this poorer comparison, the model was
shown to be very reasonable and can be used as major tool for the
design of liquid metal thermosyphons for industrial applications.
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his study aims to investigate theoretically the growth of a spheri-
al nucleus due to solidification in an infinite domain of a sub-
ooled melt. The effects on the spherical growth due, respectively,
o the subcooling, the Gibbs–Thomson condition, and the density-
ifference induced convection are analyzed and discussed system-
tically. With the Gibbs–Thomson effect considered, no exact so-
utions can be found easily. Thus, a binomial temperature
istribution in the liquid phase is reasonably assumed to approxi-
ate the actual one with the satisfaction of the energy balance at

he solidification front and other boundary conditions.
DOI: 10.1115/1.3133883�

eywords: subcooling, Gibbs–Thomson effect, solidification,
ritical radius

Introduction
The theoretical analysis of solidification is difficult due to the
oving boundary front and the energy release condition on it so

hat analytical solutions in the closed form can only be found for
ery simple configurations and conditions �1�. Among the earliest
orks, Carslaw and Jaeger �refer to Ref. �1�� solved indepen-
ently, the one-dimensional solidification problem in a semi-
nfinite domain analytically with similarity solutions, and pre-
icted that the solidification front propagates with the square root
f time. Different topics related to the solidification phenomenon
ere also identified and studied �2�. Among them, solidification of
ure substance in a subcooled condition is one of the topics with
oth academic and technical interests.
In general, the solidification process in a subcooled liquid pos-

esses three main stages. In the earliest stage, nuclei of different
izes are formed �3�. For those nuclei whose radii are greater than
he so-called critical radius R0

� as predicted by the Gibbs–
homson condition, subsequent growth will proceed as the sub-
ooled liquid solidifies on the interface that is called the spherical-
rowth stage �4,5�. In the final stage, dendritic growth issues are
resent due to instability �6–8�.
The Gibbs–Thomson condition takes into account the thermal

ffect of surface tension � at the interface, which will change the
reezing/melting temperature Tf

� when the interface is flat to the

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received November 2, 2007; final manuscript
eceived March 20, 2009; published online June 19, 2009. Review conducted by

ogendra Joshi.

ournal of Heat Transfer Copyright © 20
equilibrium temperature T̃f
� at the curved interface. For the growth

with a radius R� of the spherical interface, the Gibbs–Thomson
condition can be written as

R� =
2�Tf

�

L�Tf
� − T̃f

��

where L is the latent heat per unit volume of the solid phase.

Therefore, if T̃f
� is replaced by T�

� , which is the surrounding tem-
perature, it gives the critical radius for the onset of solidification,
that is

R0
� =

2�Tf
�

L�Tf
� − T�

� �

In other words, for the nuclei whose radii are smaller than R0
�,

solidification will not occur because the modified freezing tem-
perature due to the surface tension effect becomes lower than the
surrounding temperature of the subcooled liquid.

In addition to the Gibbs–Thomson effect, the solidification will
induce a convective flow due to the density difference between the
solid and liquid phases, which will also affect the spherical growth
of the nuclei.

2 Mathematical Formulation
The main interest of this study is the effect on the growth of a

spherical nucleus and the temperature distribution due, respec-
tively, to the subcooling, the Gibbs–Thomson condition and the
convection induced by the density difference between the solid
and liquid phases during solidification.

The following assumptions are made first to simplify the prob-
lem.

�1� The subcooled liquid is a pure substance.
�2� The growth of the nucleus remains spherical during the

solidification process.
�3� The thermodynamic properties of both the liquid and solid

phases are assumed constant.
�4� Except the density-difference induced convection, no other

convective effects are considered, and the induced flow is
incompressible.

�5� Initially, there exists a spherical nucleus with radius a
�R0

�, the critical radius.
�6� Since the growing spherical solid during solidification con-

sidered herein is very small, the temperature distribution in
the solid sphere is assumed uniform.

�7� A binomial temperature distribution in the liquid phase is
assumed to approximate the actual distribution. With the
satisfaction of the energy balance at the solidification front
and other boundary conditions, such distribution is ex-
pected to provide reasonably accurate predictions of the
solidification front and growth rate, although the detailed
information regarding the temperature distribution is
sacrificed.

The nondimensionalization schemes, Ti=Ti
�−Tf

� /T�
� −Tf

�, r
=r� /a, R=R� /a, and t= t� /a2 /�l are chosen for the convenience
of analysis and discussion. In the above expressions, the variables
with superscript � *� denote the dimensional ones, i=s or l denote
the solid or liquid phase, T�

� and Tf
� as the temperature at infinity

and the freezing temperature, and �l as the thermal diffusivity of
the liquid phase. With the above nondimensionalization scheme
and the sixth approximation, the dimensionless governing equa-
tions and initial and boundary conditions can be written as fol-
lows:

Ts =
� 1

, 0 � r � R �1�

� R

SEPTEMBER 2009, Vol. 131 / 094501-109 by ASME
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�Tl

�t
− �

R2

r2

dR
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�Tl

�r
=

2

r

�Tl

�r
+

�2Tl

�r2 , R � r � � �2�

dR

dt
= �� �Tl

�r
�

R

with R�0� = 1 �3�

�Tl�R =
�

�

1

R
�4�

Tl = 1 as r → � �5�

In the above equations, �=	s−	l /	l and �−�R2 /r2dR /dt� is the
ensity-difference induced velocity, which is derived from the
ontinuity equation and the mass conservation at the solidification
ront R��t�. cs and cl represent, respectively, the specific heat of
he solid phase and liquid phase. Two important dimensionless
arameters are involved. They are the Stefan number �=cl�Tf

�

T�
� � /L, an index of subcooling, and �=2�clTf

� /aL2, which is a
imensionless parameter indicating the Gibbs–Thomson effect.
When the Gibbs–Thomson effect is neglected, i.e., �=0, the

imilarity solutions could be found by assuming R=h�t+c�1/2 and
he similarity variable 
=r / �t+c�1/2, with constants h and c being
etermined. With Eq. �2� being rewritten in terms of 
 and then
eing integrated, it yields

Tl = 1 + AF�
� with F�
� =�



�

z−2 exp�−
z2

4

+
�h3

2z
	dz and A = constant �6�

Substituting expressions for R�t� and Tl�
� into Eq. �3�, con-
tant A can be determined as

A = −
h3

2�
exp�h2

4
−

�h2

2
	 �7�

rom Eq. �4�, i.e., Tl �r=R=Tl �
=h=0, it yields

� =
h3

2
exp�h2

4
−

�h3

2
	F�h� �8�

quation �8� gives constant h in terms of Stefan number � im-
licitly. We then have

Tl�
� = 1 −
F�
�
F�h�

�9�

hich satisfies the boundary condition at infinity, i.e., Eq. �5�.
Also with the aid of R�0�=1, the expression for the similarity

olution of R�t� reduces to

R�t� = h�t + h−2�1/2 �10�

he similarity solution of growth rates at any instant can finally be
alculated by

V�t� =
dR�t�

dt
=

h

2
�t + h−2�1/2 �11�

owever, when the binomial temperature distribution is assumed
s suggested by Hill �2�, let

Tl = a1�t��1

r
−

1

R
	 + a2�t��1

r
−

1

R
	2

+
�

�

1

R
�12�
he coefficients a1�t� and a2�t� are solved as follows:

94501-2 / Vol. 131, SEPTEMBER 2009
a1�t� =

�

2
− R�t� �
�1 − 2� − 2���R2�t� + ��1 + 2��R�t� +

�2

4

��1 + ��
�13�

a2 = 1
2 ��a1 − ��1 + ��a1

2� �14�

In order for the sum within the square root to remain positive,
the coefficient in front of R2�t� must be positive, i.e., ��1 /2�1
+�� must be satisfied. In addition, from the numerical calculations
presented in Sec. 3, only the positive sign in front of the square
root has to be chosen so that 0�Tl�1 condition always holds.

To determine the solidification front R�t�, Eq. �3� is employed,
which gives

V =
dR

dt
= −

a1�

R2 �15�

After integration, it yields

�
1

R
R2

a1
dR = −�

0

t

�dt = − �t �16�

Thus, with �, �, and � given, the solidification front, growth rate,
and temperature distribution at any instant can be calculated itera-
tively.

When �=0, i.e., the neglected Gibbs–Thomson effect, Eq. �16�
can be integrated explicitly to attain the following relation be-
tween R and t:

R = �2�1 − 
1 − 2� − 2���
1 + �

�1/2�t +
1 + �

2�1 − 
1 − 2� − 2���
�1/2

�17�

which possesses the same functional form R=h�t+c�1/2, with h
and c being constant, as predicted by the similarity solution.
Therefore, approximations by such a binomial temperature distri-
bution are consistent with the predictions by the exact solution for
situations when the Gibbs–Thomson effect is neglected.

3 Results and Discussion
The R− t, V−R, and T−r relations are to be presented and dis-

cussed in this section. The parametric ranges investigated are
� :10−3
10−1, � :10−6
10−3, and �
 �0.1, which are typical
for the solidification of water and �−Fe melt, with �T�=Tf

�−T�
� ,

=1 °C
5 °C, and a=10−4
10−3m.
Comparing R− t and V−R relations for situations with �=0, �

=0, and different �, the errors between the binomial solutions and
the similarity solutions are all below 10% within the calculation
ranges, which therefore provide satisfactory accuracies, especially
for situations with small values of �. Since Mullins and Sekerka
�6� predicted that the spherical nuclei will become unstable when
the radii of the nuclei grow to beyond 7R0

�, this study will thus
present only the results for R��5R0

� or R�5. In addition, both the
binomial and similarity solutions predict that for a larger value of
�, the spherical nuclei will grow faster, and the growth rate de-
creases as time proceeds.

The R− t diagram with different values of � is shown in Fig. 1.
The V−R diagram is displayed in Fig. 2. Illustrated in Fig. 3 are
the T−r relations at two different stages, i.e., at R=2 and R=5.
From Fig. 3, it can be seen that with a larger � the difference
between the subcooled temperature of the surrounding melt and
the freezing temperature of the small nucleus becomes smaller.
Consequently, the growth of the nucleus is slower with a larger
value of �, as indicated in Figs. 1 and 2. Moreover, as time pro-
ceeds and the nucleus grows, the Gibbs–Thomson effect is re-

duced due to a larger radius of curvature, and in the mean time,
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he temperature distribution in the melt becomes milder due to the
elease of energy, resulting in a smaller growth rate of the nucleus
n general.

Interestingly, the V−R diagram �Fig. 2�, shows a peak value of
for larger � when � is fixed, and correspondingly, the R− t

ig. 1 The Gibbs–Thomson effect on the spherical growth of a
mall nucleus

ig. 2 The Gibbs–Thomson effect on the growth rate of a
pherical nucleus

ig. 3 The Gibbs–Thomson effect on the temperature distribu-

ion of the melt at two different stages during growth

ournal of Heat Transfer
diagram �Fig. 1�, shows an inflection point at the early stage of
growth. This phenomenon is due to the existence of two opposing
factors during the spherical growth when the Gibbs–Thomson ef-
fect is considered, i.e., as the melt solidifies, the latent heat re-
leased on one hand, generally heats up the surrounding melt to
make the temperature gradient near the nucleus milder and thus
reduces the growth rate. On the other hand, when the nucleus
grows, the Gibbs–Thomson effect is reduced due to the increase in
the radius, which then makes the cooling effect of the subcooled
melt relatively stronger. As a result, the growth rate increases. For
our calculations with �=0.01 and �=0, this effect prevails only in
the early stage of growth and with a stronger Gibbs–Thomson
effect, i.e., when �
0.005. Moreover, such an effect sustains
longer when the Gibbs–Thomson effect is stronger. Therefore, the
peak value in the V−R diagram appears at larger R when � in-
creases from 0.005 to 0.009. Instead of V−R diagram, the varia-
tion of V versus R�� /��, a modified radius of the nucleus by the
combined effect of subcooling and the Gibbs–Thomson condition,
shows the peak values of V for different � appearing at R�� /��
�2.

The effect on the spherical growth of a small nucleus due to the
density-difference induced convection is negligibly small in gen-
eral with ��0.01; however, such an effect is clearly demon-
strated by the growth condition with �=0.1. When the density of
the solid phase is greater than the liquid phase, i.e., ��0, the
solidification will induce a convective flow toward the interface.
As a result, the spherical growth rate becomes larger. On the other
hand, when ��0, the solidification process will be induced by a
convective flow away from the interface, and thus reduces the
growth rate.

4 Conclusions
The spherical growth of a small nucleus under a subcooled

condition is theoretically studied herein. The effects on the growth
rate and the temperature distribution of the melt due, respectively,
to the subcooling, the Gibbs–Thomson relation, and the density-
difference induced convection are systematically investigated and
discussed. Since no exact solutions can be found easily with the
Gibbs–Thomson effect considered, an approximate binomial solu-
tion for the temperature distribution of the melt is therefore pur-
sued with the satisfaction of energy balance at the solidification
front and other boundary conditions. Such a binomial solution
provides reasonably accurate predictions of the solidification front
and growth rate. It is concluded that with a stronger subcooled
condition or a weaker Gibbs–Thomson effect, the spherical
nucleus will grow faster. With a fixed subcooled condition, the
growth rate may increase in the early stage and then decreases
monotonically as time proceeds, resulting in a peak value of V, if
the Gibbs–Thomson effect is strong enough. When the density of
the solid phase is greater than the liquid phase, the solidification
will induce a convective flow toward the interface, resulting in a
larger growth rate. When the density of the solid phase is smaller
than the liquid phase, the solidification process will be induced by
a convective flow away from the interface, and thus reduces the
growth rate.

Nomenclature
a � initial radius
cl � specific heat of the liquid phase
cs � specific heat of the solid phase
L � latent heat per unit volume of the solid phase

R� � radius of the spherical interface
R0

� � critical radius
r� � coordinate in radial direction
Tl

� � temperature of the liquid phase
Ts

� � temperature of the solid phase
�
Tf � freezing/melting temperature
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T̃f
� � equilibrium temperature at the interface

T�
� � surrounding temperature
t� � time
V � growth rate of the solidification front

reek Symbols
�l � thermal diffusivity of the liquid phase
� � dimensionless parameter indicating the Gibbs–

Thomson effect
� � Stefan number
� � �	s−	l� /	l

� � surface tension between the solid and liquid
phases

	l � density of the liquid phase
	s � density of the solid phase

uperscripts
˜ � equilibrium condition
* � dimensional variable

ubscripts
l � liquid phase
f � freezing/melting condition
94501-4 / Vol. 131, SEPTEMBER 2009
s � solid phase
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hermal Homogenization in Spherical
eservoir by Electrohydrodynamic
onduction Phenomenon
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ffect of electric conduction phenomenon on the mixing mecha-
ism is studied numerically to thermally homogenize a dielectric
iquid with an initial nonuniform temperature distribution. The
uid is stored in a spherical reservoir, and the electrodes are
mbedded on the reservoir surface such that the resultant local
lectric body forces mix the fluid. The electric field and electric
ody force distributions along with the resultant velocity field at
he final steady-state condition are presented. The mixing mecha-
ism is illustrated by the time evolution of temperature distribu-
ion inside the reservoir. The effects of primary dimensionless
umbers on the mixing time are studied.
DOI: 10.1115/1.3139111�

eywords: EHD conduction mixing, heterocharge layer, charge
issociation

Introduction
Nonmechanical fluid circulation/mixing inside an enclosure is

f significant importance in various applications. Wang et al. �Ref.
1� and references therein� used ac electro-osmosis and nonlinear
lectrokinetics to induce mixing in microscale reservoirs. Electro-
ydrodynamic �EHD� ion injection has been used to thermally
ix buoyancy driven flows �2�. EHD conduction phenomenon can

lso be utilized to mix one or multiple fluids. The EHD conduc-
ion pumping deals with nonequilibrium behavior of dissociation-
ecombination of charges at the vicinity of electrodes �3�. The
ain advantage of EHD conduction to the traditional ion drag

umping is its operation without direct injection of ions, which, in
urn, does not degrade the fluid properties. Yazdani and Seyed-
agoobi �4� extended investigated an isothermal liquid circulation
ithin a spherical reservoir induced by EHD conduction phenom-

non and studied two types of electrode designs under a wide
ange of operating conditions.

As an extension of Yazdani and Seyed-Yagoobi’s �4� work, this
aper investigates the thermal homogenization of a dielectric liq-
id within a spherical reservoir due to the EHD conduction
echanism. The electric field, electric body force, flow structures,

nd time evolution of temperature field within the enclosure along
ith the effects of primary dimensionless numbers on the mixing

ime are presented and analyzed.
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onference �HT2008�, Jacksonville, FL, August 10–14, 2008.
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2 Theoretical Model
The solution domain for the problem in hand is presented in

Fig. 1. The reservoir dimensions along with the details of the
electrode design are provided in Table 1. It is assumed that the
problem is unsteady-state and laminar. In addition, the upper and
lower parts of the reservoir are filled with fluid with identical
liquid, with constant and identical mobility and diffusion con-
stants for positive and negative ions, but separated due to a tem-
perature jump across the middle plane. The density of the liquid
varies with temperature according to the Boussinesq approxima-
tion. The reservoir wall is assumed to be an isolator solid with no
volumetric electric charge.

2.1 Governing Equations. The liquid inside the spherical
reservoir obeys the continuity equation, which in dimensionless
form is

�� · u� = 0 �1�

The momentum and energy equations account for the presence of
electric body force and Joule heating, respectively. The time-
dependent dimensionless form of the momentum and energy
equations is as follows:

�

�t��u�

T� � + �u� · ����u�

T� � = − � 1

ReEHD

2����P�

0
�

+
1

ReEHD
��2� u�

1

Pr
T� � + Mo

2C0�p� − n��

��E�

0
� + �ĝGr�T� − Tsat

� �
Je

� � �2�

The Boussinesq approximation is applied to bring the effects of
natural convection into consideration. The last term on the right
hand side is the Joule heating and defined as Je

�

=�	E	2�d /cpueTsat�
The electric body force and the Joule heating are the results of

applied electric field. These terms require the solution of the fol-
lowing Maxwell’s relations:

�� · E� = C0�p� − n��, E� = − ���� �3�

and charge conservation equations based on dissociation and re-
combination of neutral impurities �i.e., electrolytes� inside the res-
ervoir

�

�t��p�

n� � + �� · 
� p�

− n� �E� + �p�

n� �u� − ��� + �p�

n� ��
= 2C0�F��� − p�n�� �4�

with d, ue=bV /d, �2 /�d2, Tsat, V /d, and neq, respectively, selected
as scaling parameters for length, velocity, pressure, temperature,
electric field, and free charges. Here, ReEHD=bV /�, PeEHD

=ReEHD Pr, Mo=�	 /�b2, Gr= 	g	
dTsat /ue
2, C0=�d2 /2b	V, and

�=D /bV. Note that the charge concentration at equilibrium, neq,
is defined as neq=� /2b. The liquid inside the reservoir is in con-
tact with the reservoir wall, which is assumed to be a solid insu-
lator. Therefore, with no volumetric electric charges within the
solid zone, the Laplace equation governs the potential field

��2�s
� = 0 �5�

The boundary conditions for the liquid and solid regions are pre-
sented in Table 2. Note that the continuity of potential field is
applied across the solid/liquid interface, where the liquid is in
contact with the wall, while the reservoir outer surface is
grounded. No boundary condition is required for velocity, tem-
perature, and electric charges inside the solid wall, since the cor-

responding equations are not solved there. The initial conditions,
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t t�=0 is to set p�−n�=0, ��=0, and u�=0.
The temperature jump across the virtual separator central plane

s specified by identifying the temperature of the liquid for the top
nd bottom hemispheres as T1

� and T2
�, respectively. Note that

hen T1
��T2

�, the mixing is initially accomplished solely by EHD
onduction mechanism regardless of whether the gravity body
orce is present. On the other hand, in the case of T1

��T2
�, the

HD conduction and gravity body forces jointly mix the colder
iquid at the top with the warmer liquid at the bottom.

Results and Discussions
The code solves the transport equations using finite volume

iscretization scheme. The governing equations are discretized in
artesian coordinates. The discretization equations are solved it-
ratively by the line-by-line application of the tridiagonal matrix
lgorithm. Central difference scheme is applied to Gauss’ law, and
he upwind scheme based on the electric field direction is applied
o the charge conservation equations. First order implicit formu-
ation is incorporated to track the time evolution of all parameters.
he governing equations are discretized over 3.4�106 hexagonal
lements. The convergence criteria, 	
i+1−
i /
i	�10−5, is ap-
lied for all involved parameters. The solution results are grid
ndependent. In addition, an adaptive function is defined to dy-
amically refine the grid as the solution proceeds.

ig. 1 Schematic of three-dimensional spherical reservoir „not
o scale…

Table 1 Dimensions o

Reservoir
radius
�mm�

Wall
thickness

Ground electrode
width
�mm�

R0=150 Yw=7.5 �Yw
�=0.05� �g=4 ��g

�=0.027�
94502-2 / Vol. 131, SEPTEMBER 2009
The results presented in this section illustrate the mixing
mechanism due to the effect of EHD conduction phenomenon.
The effects of primary dimensionless numbers on the mixing time
are presented as well. The reference values selected to calculate
the dimensionless parameters correspond to the properties of re-
frigerant R-123 as the working fluid. The values of the dimension-
less numbers for the basic case are presented in Table 3. These
values correspond to the case where the reservoir is in the absence
of gravity and applied voltage of 10 kV.

The interelectrode region is characterized by a high intensity
electric field, which is because of the closeness of the two elec-
trodes surfaces. On the other hand, the majority of the interior of
the spherical reservoir is characterized by zero values of electric
field in both directions, indicating that the electric conduction is
confined solely to the region near the reservoir wall. In addition,
the heterocharge layers are thicker, close to the wider �HV� elec-
trodes than close to the narrower �ground� electrodes due to the
high intensity electric field.

The resultant steady-state electric body force contours are illus-
trated in Fig. 2. The major part of the body force is within the
interelectrode region facing toward the electrodes, which is be-
cause of the high intensity electric field and net charge density in
this region. The asymmetry of the electrodes, however, results in
the dominance of electric body force directed toward the wider
�HV� electrode yielding in downward flow in this region. The
opposing electric body force, however, results in fluid circulation,
which is restricted to the wall region due to the acting body force
toward the electrodes surfaces. The contours of velocity magni-
tude embedded by the velocity streamtraces are displayed in Fig.
3. As stated previously, the downward flow near the reservoir wall
is clearly illustrated in this figure. Of course, this flow is associ-
ated with the upward motion within the interior of the reservoir, as
required by fluid continuity.

Time evolution of temperature distribution for the base case at
two intermediate time steps is presented in Fig. 4. The contour
lines represent the modified dimensionless temperature at the
x�z�-plane on y�=0. The modified dimensionless temperature is
defined as

�� =
T� − T1

�

T2
� − T1

�
�6�

Note that at t�=0, �� at the upper and lower hemispheres are 0 and
1, respectively. At the steady-state, �� reaches 0.5 everywhere in
the reservoir. As observed in Fig. 4, mixing is utilized as the cold
fluid moves toward the warm fluid close to the wall and vice versa
in the interior region with a small contribution of thermal diffu-
sion.

servoir and electrodes

HV electrode
width
�mm�

Electrode gap
�mm�

Electrode pair
spacing
�mm�

=12 ��HV
�=0.08� �=3 ���=0.02� �=24 ���=0.16�

Table 2 Summary of electrostatic and flow boundary
conditions

HV
electrode

Ground
electrode

Liquid/solid
interface

Reservoir
outer wall

ux
�=uy

�=uz
�=0 ux

�=uy
�=uz

�=0 ux
�=uy

�=uz
�=0 -

��=1 ��=0 ��=�s
� ��=0

p�=0, n ·�n�=0 n�=0, n ·�p�=0 n ·�n�=n ·�p�=0 -
n ·�T�=0 n ·�T�=0 n ·�T�=0 -
f re

�HV
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To understand how the mixing mechanism is affected by the
ontrolling parameters, one needs to explore the effects of primary
imensionless parameters on the time required to completely mix
he two liquids. The complete mixing state is assumed to be

able 3 Numerical values of dimensionless numbers for the
ase case
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ig. 2 Steady-state dimensionless contours of electric body
orce magnitude and streamtraces of electric body force at the
�z�-plane at y�=0

Fig. 4 Dimensionless time evolution of dimen
isotherms at two intermediate time steps in the a

represent the value of modified dimensionless temp

ournal of Heat Transfer
achieved when the temperature reaches 99% of the initial average
temperature throughout the reservoir. While the conduction-
convection ratio, C0, and electric Reynolds number, ReEHD, are
related by the value of applied voltage, any change in geometric
length scale, d, is solely associated with the changes of C0 and the
modified Grashof number, Gr. The variation in dimensionless
mixing time with the primary dimensionless numbers for two ini-
tial temperature jumps is presented in Figs. 5 and 6. As observed
in Fig. 5, the mixing occurs more rapidly as the PeEHD increases
�or C0 decreases� due to the increase in applied potential. Further-
more, higher applied voltage is also associated with the suppres-
sion of viscous and thermal diffusions, as governed by Eq. �2�.
Figure 6 primarily represents the effect of modified Grashof num-
ber on the dimensionless mixing time by simply varying the res-
ervoir diameter. For a nonzero Grashof number, the reservoir is
under terrestrial gravity. For the case �T0

��0, the mixing induced
by the EHD mechanism is initially assisted by the natural circu-
lation, since the two forces are opposed to each other; EHD con-

Fig. 3 Steady-state contours of velocity magnitude and veloc-
ity streamtraces at y�=0 and z�=0

less temperature distribution and contours of
nce of gravity body force, Gr=0. Contour labels

�

sion
bse
erature, � , defined in Eq. „6….
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uction drives the liquid downward, with the natural circulation
oving the liquid upward yielding in an enhanced mixing. This is
hy the mixing occurs at a faster pace with �T0

��0 compared
ith �T0

��0 beyond a certain threshold. However, up to this
oint, the mixing time for �T0

��0 is slightly larger due to the
dverse impact of upward naturally convected flow on the down-
ard EHD flow near the wall, which is more pronounced at

maller Gr values. For �T0
��0, on the other hand, the EHD mix-

ng neither assisted nor resisted by the natural circulation at initial
tages of mixing. Therefore, as the EHD induced flow, which is
he dominant mechanism at smaller Gr �i.e., reservoir diameter�, is
uppressed with the reservoir diameter, the mixing time ultimately
ncreases for greater values of Grashof number.

Conclusions
The effect of EHD conduction mechanism to thermally homog-

nize a fluid with temperature jump within a spherical reservoir
as numerically studied. The results confirmed that EHD conduc-

ion mechanism can be utilized to effectively circulate and mix a
hermally nonhomogenous liquid inside a reservoir. The proposed
lectrode design was especially effective for reservoirs with small
iameters given the fact that the resultant electric body forces are
onfined to the reservoir wall region. For larger diameter reser-
oirs, electrodes penetrated into the liquid will be more effective
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�5�. Although not presented in the paper, the liquid temperature
increase due to the Joule heating was practically negligible. The
nonmechanical mixing of a liquid inside a reservoir should be
very attractive to outer space, microgravity, and certain terrestrial
applications.
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Nomenclature
b � charge mobility coefficient
D � charge diffusion constant
cp � constant pressure specific heat
d � spherical reservoir diameter
e � electron charge
E � electric field vector

F��� � I1�2�� /�

ĝ � gravity unit vector, ĝ=g / 	g	
k � thermal conductivity

kB � Boltzmann universal constant
n � negative charge density
p � positive charge density
P � pressure
T � absolute temperature
t � time

u � velocity vector
ue � EHD reference velocity, ue=bV /d
V � applied electric potential
x � Cartesian coordinate unit vector

Yw � reservoir wall thickness

 � thermal expansion
	 � absolute electric permittivity
� � electrode pairs distance
� � electrode gap
� � thermal diffusivity
� � dynamic viscosity of fluid
� � kinematic viscosity of fluid
� � electrode width
� � dissociation rate coefficient,

�= �e3	E	 /4�	kB
2Tsat�1/2

� � mass density
� � electric conductivity of fluid
� � normalized temperature
� � electric potential

Subscripts
eq � equilibrium
g � ground electrode

HV � high voltage electrode

Superscript
� � nondimensionalized variable
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he heat transfer between submerged surface and particles in
uidized bed is affected by particle migration to and from the
xchanger surface. A new probabilistic model was developed for
article migration and particle-wall contact time distribution
ased on a classical gamma function. The existing models suggest
decrease in contact time by increasing the gas velocity. How-

ver, it has been experimentally shown that the contact time in-
reases in turbulent regime by increasing the gas velocity. A the-
retical probabilistic model was developed to represent such a
rend. The model is in good agreement with the experimental
ata. �DOI: 10.1115/1.3139112�

eywords: contact time, fluidization, heat transfer, particle con-
act time distribution, convective heat transfer

Introduction
The convective heat transfer between a gas fluidized bed and a

eat exchanging surface can be described by two major compo-
ents: particle convection and gas convection. The particle con-
ective heat transfer coefficient, hPC, corresponds to the heat
ransfer due to the motion of solids carrying heat to and from the
urface, and the gas convective heat transfer coefficient, hGC, de-
cribes the transfer of heat by the motion of gas between the
articles. The significance of particle and gas convection depends
ostly on the type of particles.
The process of particle to wall heat transfer is concerned with

he heat transfer from a surface when it is in contact with the
articulate emulsion phase, instead of the void/bubble phase.
ickley and Fairbanks �1� mentioned that in the bubbling regime

f fluidization, particle convective heat transfer can become sig-
ificant due to the large heat capacity of the solids. They estab-
ished that the convective motion of packets of particles is respon-
ible for heat transfer from the wall to the bed in the bubbling
uidized bed. They introduced the packet renewal theory, which
eeds determination of residence time of the packet at the heat
xchanging surface. Based on this theory, they developed an ex-
ression for the particle convective local transient heat transfer
oefficient at the wall as follows:
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hpc=��k�c�packet

��
�1�

Although the gas convection component is easy to predict, the
contribution of particle convection remains inadequately de-
scribed and strongly depends on the hydrodynamics of the bed.
Therefore, comprehensive understanding of the bed hydrodynam-
ics becomes crucial in determining the heat transfer rates within
the fluidized beds.

While many studies have been conducted on heat transfer in
bubbling fluidized bed, only a few studies have been conducted
for turbulent fluidization due to the complexity of the phenomena
within this regime. Any mathematical analysis to study the physi-
cal phenomena can be done separately in two general approaches,
deterministic analysis �2� and probabilistic assessment. In this
work, a probabilistic study of the particle-wall contact time distri-
bution was carried out, and a new model is developed for depar-
ture rate of particle �as defined by Molerus et al. �3�� from the
surface element to the bulk of fluidized bed. This model is appli-
cable to both bubbling and turbulent fluidized beds.

2 Theory
The heat transfer between submerged surface or wall of fluid-

ized bed and particles is influenced by particle migration to and
from the surface. In order to develop a probabilistic methodology
for the particle migration, a small part of the wall is considered as
the surface element whose conditions are assumed to be the same
as the rest of the wall surface. It is also assumed that the particles
have a random behavior at any state of the fluidized bed.

If the random variable x represents the residence time of a
particle on the surface element or time to detach from the surface
element of a particle, the availability of the particle near the sur-
face at any time t would be defined as

P�x � t� = 1 − F�t� �2�

in which P�x� t� is the probability assigned to each random vari-
able x, which has the residence time greater than t, and F�t� is the
cumulative distribution function �CDF� of the random variable x.

In order to develop a probabilistic model for particle-wall con-
tact time distribution, consider a surface element, as shown in Fig.
1. It is obvious that particles choose different routes through the
bed, and thus spend different lengths of time to move near the
wall. At first, imagine a surface element with marked particles
adjacent to it �white particles in Fig. 1, t�0�. At time t=0, par-
ticles approach from the bulk of the bed to the surface element
�black particles�, and the number of white particles among the
departing particles from the surface element starts to increase. At
any time t�0, black particles, and only black particles, among the
departing particles from the surface element are younger than t,
and the white particles still on the surface are older than t. There-
fore, the probability of the existence of particles younger than t
�black particles� among departing particles is P�x� t� or F�t�, and
the probability of the particles, which remain at the surface and
are older than t �white particles�, is P�x� t�. Therefore, a fraction
of black particles in the particles departing from the surface ele-
ment is equal to the fraction of particles departing from the sur-
face element and is younger than t. The first term is simply F,
while the second is 1−F.

The rate of departure of particles from the surface element to
the bulk of the fluidized bed can be defined by a departure-rate
function �DRF�, ��t�. Molerus et al. �3� first deduced statistical
particle migration rate toward the bulk of fluidized bed perpen-
dicular to a solid surface. They showed that ��t� is reciprocal of
the mean residence time of particles close to the wall, based on
their image analysis experimental work. In the present work, a
new expression is developed for ��t� and its performance is in-
vestigated using the experimental data from the literature for sand

particles in the dense region of the bed.
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The DRF, ��t�, may be interpreted as the instantaneous detach
ate �migration rate� or the conditional density of departure from
he wall at time t, given that the particle has been near the surface
ntil time t

f�t�x � t� =
d

dt
F�t�x � t� �3�

here f�t� is the probability density function �pdf� of the random
ariable x. In addition, frequency of occurrences over short inter-
als of length 	t, say �t , t+	t�, is at least approximately propor-
ional to the length of the interval, 	t, where the proportionality
actor could depend on t and is equal to f�t�, the pdf of x

P�t � x � t + 	t� = F�t + 	t� − F�t� = f�t�	t �4�

here the error in the approximation is negligible relative to the
ength of the interval, 	t, the exact probability in equation is
epresented by the area of the shaded region under the graph of
f�t� versus t, while the approximation is the area of the corre-
ponding rectangle with height f�t� and width 	t. The smaller the
alue of 	t, the closer this approximation becomes.
According to the rules of conditional probability calculus and

onsidering Eqs. �2� and �4�, Eq. �3� can be rewritten as

f�t�x � t� = lim
	t→0

P�t � x � t + 	t�x � t�
	t

�5�

ince the two events, t�x� t+	t and x� t, are dependent, the
robability of both occurring �right hand side� is

f�t�x � t� = lim
	t→0

P�t � x � t + 	t�
	t�1 − F�t��

�6�

r

f�t�x � t� = lim
	t→0

f�t�	t

	t�1 − F�t��
=

f�t�
1 − F�t�

= ��t� �7�

nder steady state conditions, increasing DRF would indicate that
he particles are more likely to detach in the next increment of
ime �t , t+	t� than it would be in an earlier interval of the same
ength. That is, the particle residence time on the surface element
s decreased with time. Similarly, a decrease in DRF suggests an
ncrease in the residence time of particles with time. It will be
hown in Sec. 3 that a constant DRF occurs for an exponential
robability distribution of contact time.
Molerus et al. �3� found that the behavior of wall contact time

f particle, f�t�, could be described by an exponential decay dis-
ribution as

f�t;
� =
1



exp�−

t



� �8�

ig. 1 Status of marked „black, white… particles near surface
lement
hen, according to Eq. �7�.
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��t� =
f�t�

1 − F�t�
=

1



exp�−

t



�

exp�−
t



� =

1



�9�

In such a case, the expected value of x �i.e., mean residence time
of the particles at the wall� is 
. In other words, the departure rate
is reciprocal to the mean residence time and does not depend on
the age of the particle. This is in agreement with experimental
work of Molerus et al. �3�.

Wang and Rhodes �4� studied particle-wall contact by the dis-
crete element method �DEM� simulation and suggested that the
particle-wall contact time distribution may be expressed by a Zie-
gler gamma distribution �5�, with a shape parameter equal to one
and for some cases may also be approximated by a gamma distri-
bution of a shape parameter equal to zero. Hamidipour et al. �6�,
however, investigated particle-wall contact distribution experi-
mentally and found that the exponential decay with a value of 

best fits the distribution function of contact time. In fact, this
function is also a simplified form of the gamma function. There-
fore, in order to ease modeling of DRF, the associated pdf was
also compared with a proposed gamma distribution, which is dif-
ferent from the Ziegler gamma distribution. This gamma distribu-
tion function is expressed as

f�t;�,�� =
1


����� t�−1 exp�−
t

�
� �10�

Parameter � is called the shape parameter because it determines
the basic shape of the graph of the pdf, f�t�. The value of �, on the
other hand, determines the location of the peak and is called the
scale factor. In this case, mean residence time of particles on the
surface, �, is ��. The values of � and � can be determined by
fitting the model to the experimental data.

3 Results and Discussion
In this work, parameters � and � of f�t� were determined by

fitting the proposed gamma distribution to the experimental data
of Hamidipour et al. �7� at various superficial velocity in bubbling
and turbulent regimes of fluidization for sand particles with an
average particle size of 0.385 mm and a particle density of
2650 kg /m3 �Group B particles�. These experimental wall-
particle contact time distributions, as well as the corresponding
gamma distribution for four examples of gas superficial velocities,

Fig. 2 Residence time distribution function of particle-wall
contact time for sand particles at various gas velocities
are shown in Fig. 2. The onset of turbulent fluidization �Uc� in the

Transactions of the ASME
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ed of above mentioned particles occurs at a superficial velocity
f 1.5 m/s. This figure shows the good agreement between the
xperimental distributions and the experimental data, which indi-
ates that the contact time distribution could be satisfactorily de-
cribed by the gamma function �Eq. �10��. It is worth noting that
uch a trend was observed for all the data reported by Hamidipour
t al. �6�. The values of � and � for different superficial velocity in
ubbling and turbulent regimes of fluidization are given in Table
. It can be seen that mean residence time of particles on the
urface, �, decreases in the bubbling regime of fluidization while
t increases in the turbulent regime of fluidization, when the gas
elocity is increased. In other words, the mean particle-wall con-
act time reaches minimum at the onset of turbulent fluidization.

If f�t� is expressed by the above gamma distribution, it is not
asy to express its DRF. Nevertheless, the DRF increases for �
1 and decreases for ��1. For ��1, the DRF approaches 1 /�

symptotically from below, while for ��1 the DRF approaches
/� asymptotically from above. This means that the DRF needs a
elay time to reach 1 /�, which should be noted during experimen-
al tests. In other words, recording experimental value of the DRF
hould be started after assurance of the stability of ��t�. As it is
hown in Fig. 3, this delay time is about 6–10 s at U0=0.9 m /s.

Although the pdfs in these cases appear quite similar, they
learly have somewhat different characteristics considering resi-
ence time distribution; the DRF is a very meaningful property for
istinguishing between these densities. Indeed, specifying a DRF
ompletely determines the F�t� and vice versa.

Table 1 Values of �, �, and � at various gas velocities

U0
�m /s� � �

�
�s�

0.5 0.322 0.8402 0.2705
0.9 0.082 1.2407 0.1017
1.5 0.039 1.7073 0.0666
2.4 0.509 0.5316 0.2706

ig. 3 The departure-rate function, sand particles, U0

0.9 m/s, �=0.082, and �=1.2407

ournal of Heat Transfer
4 Conclusions
Particle-wall contact time distribution is studied and indicated

that this distribution is according to a classical gamma function.
The parameters of gamma distribution were determined by curve
fitting, using the experimental points of Hamidipour et al. �6�. A
new model for particle migration rate toward a heat exchanging
surface, which is called particle detach-rate function was also de-
veloped. According to the results presented in this work, the delay
time for recording experimental points is required in each super-
ficial velocity due to stability condition of DRF. In addition, it has
been shown in this work that in a bed of sand particles, the contact
time decreases by increasing the gas velocity only in the bubbling
regime of fluidization and increases in the turbulent regime of
fluidization when the gas velocity in the bed is increased.

Nomenclature
c � heat capacity of the packets of particles,

J /kg K
f � probability density function
F � cumulative distribution function

hGC � gas convective heat transfer coefficient,
W /m2 K

hPC � particle convective heat transfer coefficient,
W /m2 K

k � thermal conductivity of the packets of par-
ticles, J /kg K

P � probability
t � time, s

U0 � superficial gas velocity, m/s
Uc � onset of turbulent fluidization, m/s

x � random variable, represents the lifetime of par-
ticle on the surface element, s

Greek Letters

 � parameter of exponential distribution
� � shape parameter of gamma distribution

 � gamma function
� � scale factor of gamma distribution
� � departure rate function, 1 /s
� � density of the packets of particles, kg /m3

� � particle contact time at surface, s
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n this paper, the heat transfer characteristics of a circular air jet
ertically impinging on a flat plate near to the nozzle (H /d
1–6, where H is the nozzle-to-target spacing and d is the diam-

ter of the jet) are numerically analyzed. The relative performance
f seven turbulent models for predicting this type of flow and heat
ransfer is investigated by comparing the numerical results with
vailable benchmark experimental data. It is found that the shear-
tress transport (SST) k�� model and the large Eddy simulation
LES) time-variant model can give better predictions for the per-
ormance of fluid flow and heat transfer; especially, the SST k

� model should be the best compromise between computational
ost and accuracy. In addition, using the SST k�� model, the
ffects of jet Reynolds number (Re), jet plate length-to-jet diam-
ter ratio �L /d�, target spacing-to-jet diameter ratio �H /d�, and
et plate width-to-jet diameter ratio �W /d� on the local Nusselt
umber (Nu) of the target plate are examined; a correlation for
he stagnation Nu is presented.
DOI: 10.1115/1.3139183�

eywords: jet impingement, heat transfer, stagnation point, tur-
ulence models

Introduction
Jet impingement is one of the most efficient solutions of cool-

ng hot objects in industrial processes as it produces a very high
eat transfer rate of forced-convection. The effects of nozzle ge-
metry, jet-to-surface spacing, jet-to-jet spacing, cross flow, oper-
ting conditions, etc., on flow and heat transfer have been studied
nd reviewed �1–5�.

Most applications of impingement flows in narrow gap cavities
nvolve turbulent flow, and modeling turbulent flow presents a
reat challenge for rapidly and accurately predicting impingement
eat transfer even under a single round jet. Although no single
odel has been universally accepted to be superior to all classes

f problems, various turbulent models have been developed to
oughly predict impingement flow and heat transfer. However,
nly a limited number of studies are concerned with the compari-

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received September 4, 2008; final manuscript
eceived February 19, 2009; published online June 25, 2009. Review conducted by
atish G. Kandlikar. Paper presented at the Sixth International Conference on
anochannels, Microchannels and Minichannels �ICNMM2008�, Darmstadt, Ger-

any, June 23–30, 2008.

ournal of Heat Transfer Copyright © 20
sons of the reliability, availability, and capability of different tur-
bulent models for impingement flows. The low Reynolds number
k−�, standard k−�, and RSM modules have been evaluated, re-
spectively, by researchers in Refs. �3,5,6�.

In the current work, a confined circular air jet vertically imping-
ing on a flat plate near to nozzle is performed; through the nu-
merical study, the most suitable model�s� for predicting this type
of flow and heat transfer is recommended.

2 Problem Description

2.1 Geometry and Boundary Conditions. Figure 1 shows
the physical domain and boundary conditions of the modeling. Air
flow at high velocity passes through a round jet with both length
and diameter d, vertically impinging on the confined target plate
with two side walls positioned at spanwise distances of y
= �W /2. The jet after impingement was restricted to discharge in
two opposite directions parallel to the x-axis, and two channel
outlets are placed at x= �L /2. The target plate was kept at con-
stant heat flux of 1000 W /m2; all other walls are adiabatic.

2.2 Turbulent Models. The standard k−� model, the renor-
malization group �RNG� k−� model, the realizable k−� model,
the standard k−� model, the SST k−� model, the RSM, and the
LES time-variant model are applied.

The k−�, k−�, and RSM turbulence models belong to the
Reynolds-averaged approach. The Reynolds-averaged Navier–
Stokes �RANS� equations are written as

��

�t
+ � · ��u� = 0 �1�

�

�t
��u� + � · ��uu� = − �p + � · ����u + ��u�T��

+ �g + � · �− �u�u�� �2�

The k−� models and k−� models employ the Boussinesq hypoth-
esis to relate the Reynolds stresses to the mean flow velocity
gradients as follows:

− �u�u� = �t��u + ��u�T� − 2
3 ��k + �t � · u�I �3�

The standard, RNG, and realizable k−� models have similar
forms with transport equations for k and �. The main difference is
how to compute the turbulent viscosity �t. In the standard k−�
model �7�, �t is computed as follows:

�t = �C�

k2

�
�4�

where C� is a constant. In the RNG k−� model �8�, the scale
elimination results in a differential equation for turbulent viscosity
in high Re limit and also enables original differential relation for
low Re effects. While in the realizable k−� model �9�, C� is a
function of mean strain and rotation rates, angular velocity of
system rotation, and turbulence fields. In the standard k−� model
�10�, the transport equations for k and � are solved, and �t is
computed as follows:

�t = ��
�k

�
�5�

where �� is a function of high Re. In the SST k−� model �11�, �t
is given as follows:

�t =
�k

�

1

max�1/��,	F2/�1��
�6�

where 	 is a function of mean rate-of-rotation tensor, F2 is the
blending function, and �1 is a constant. This feature gives the SST
k−� model an advantage in terms of performance over both the

standard k−� model and the standard k−� model. The RSM

SEPTEMBER 2009, Vol. 131 / 094504-109 by ASME
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odel �12� solves exact transport equations for the transport of
eynolds stresses and also includes an additional scale determin-

ng equation for �.
Unlike the k−�, k−�, and the RSM models, which are based

n the RANS equations, the LES model provides an alternative
pproach in which large eddies are computed in a time dependent
imulation using a set of filtered N–S equations �13�.

2.3 Numerical Procedure. The numerical simulations are
arried out using computational fluid dynamics �CFD� code FLU-

NT 6.1.18. GAMBIT 2.0.4 is used to generate mesh for the com-
utational domain, which is a quarter of the real physical geom-
try due to the symmetry of the problem. Nonuniform hexahedral
lements are used for meshing the geometry. Both the radius and
he length of impingent hole occupy 30 grid points for all the
ases. For the case of H /d=2.0, L /d=41.7, W /d=10.42, the num-
ers of grid points occupied by the channels in the x, y, and z
irections are 160+30 �points occupied by radius of the impinge-
ent hole�, 80+30 and 90, respectively. The mesh near the walls

f the impingement hole and channel is fined to obtain accurate
elocity and thermal boundary layers. A study of grid sensitivity is
erformed. The changes in local temperature on the wall are less
han 0.09% when the gird is fined doubly. The numbers of grid
oints occupied by the rectangular channel in the x, y, and z
irections are increased or reduced linearly on the basis of the
esh used.
For the jet discharge, a mass flow inlet boundary is applied, and

n outflow boundary is applied to the outlet of the computational
omain. At two symmetric sections �x=0 and y=0�, the symmetry
ype of boundary is specified. The no-slip wall condition is used
or all the other boundaries. Hereinto, a constant heat flux of
000 W /m2 at the bottom wall, and a zero heat flux on the other
alls. In the computation, the mean velocity and temperature
ere normalized with the velocity and temperature of the jet,

espectively. The inlet air property is given as �=1.225 kg /m3,
=0.0242 W /m K, and �=1.7894
10−5 kg /ms. The implicit

Fig. 1 The physical domain and boundary conditions

Table 1 Comparison of different turbule

Turbulence models Computational cost

Standard k−� Low
RNG k−� Low
Realizable k−� Low
Standard k−� Moderate
SST k−� Moderate
RSM Moderate
LES High
94504-2 / Vol. 131, SEPTEMBER 2009
and segregated solver is used for the solution of the system of
governing equations. In the simulations, the wall-adjacent cells
within the region where y+�1 are refined; thus, the y+ values can
be limited to less than 28 anywhere for all the cases. The solution
is assumed to be converged when the normalized residual of the
energy equation is lower than 10−6 and the normalized residuals of
continuity and other variables are less than 10−3.

3 Results and Discussion
For Re=10,000, H /d=2.0, L /d=41.7, W /d=10.42, the local

Nusselt number distribution is simulated. The relative perfor-
mance of seven different turbulent models is investigated numeri-
cally and compared with experimental data �4�, which has the
maximum 5% deviation on jet Reynolds number and up to 5.81%
uncertainty on measured heat transfer parameters. Figure 2 shows
that the SST k−� and the LES time-variant models give better
predictions of flow and heat transfer than the others. The compari-
son shows that the k−�, standard k−�, and RSM have 28–116%
errors and give bad predictions. The computational cost and accu-
racy are summarized as shown in Table 1. Although the LES
time-variant model gives excellent results, the computational cost
and resources requirement is very high. Therefore, the SST k−�
model is recommended as the best compromise between the com-
putational cost and accuracy and is used for all of the following
simulations.

The effect of W /d on the stagnant point Nusselt number Nusg
for H /d=3.0 and L /d=50 is shown in Fig. 3. The Nusselt number
increases with Re but decreases with W /d.

Figure 4 shows the effect of L /d on Nusg for H /d=3.0 and
W /d=10 at different Reynolds number; the effect is relatively
weaker than that of W /d. With increasing W /d, the decrease in
Nusg is caused by the mixing of recirculated hot air from down-

Fig. 2 Local Nusselt number distribution on the positive
x-axis

e models for impingement heat transfer

Accuracy
Error of Nusg

�versus experiments� �%�

Poor 101
Poor 28
Poor 116
Poor 67
Good 7
Poor 107

Excellent 4
nc
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tream with the air near the jet orifice; while with increasing L /d,
he decrease in Nusg is mainly caused by flow-mixing near the
tagnation point, which has less effect than the enhancement of
ow-mixing near the jet orifice on the impingement heat transfer.
Figure 5 shows that Nusg decreases with the increase in H /d

ecause a larger jet-to-target spacing allows a longer time of mix-
ng and heat transfer between the cooler jet and the surrounding
ot air and therefore decrease the heat transfer near the stagnation
oint.

Fig. 3 Effects of W /d on Nusg

Fig. 4 Effects of L /d on Nusg
Fig. 5 Effects of H /d on Nusg

ournal of Heat Transfer
The correlation for Nusg was suggested by experiment �4� as a
function of �H /d�−0.3e−�0.044�W/d�+0.011�L/d��, which is validated by
the present numerical study, and a new correlation for stagnation
point Nusselt number is obtained as

Nusg = 0.423 Re0.642�H/d�−0.3e−�0.044�W/d�+0.011�L/d��

for 5 � W/d � 40, 10 � L/d � 150

1 � H/d � 6, 10,000 � Re � 30,000 �7�

Fig. 6 Comparison of numerical results with correlation: „a…
H /d=3.0, L /d=50; „b… H /d=3.0, W /d=20; and „c… L /d=50, W /d
=20
Figure 6 shows the comparison between numerical results and

SEPTEMBER 2009, Vol. 131 / 094504-3
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he correlation. It is noted that the values of
usg / ��H /d�−0.3e−�0.044�W/d�+0.011�L/d��� are approximated well by
tting curve 0.423 Re0.642; the maximum errors on Nusg is of
.87%, 8.83%, and 1.87% for variable values of W /d, L /d, and
/d, respectively.

Conclusions
The relative performance of seven turbulent models for predict-

ng jet impingement flow and heat transfer have been evaluated by
omparing the numerical results with benchmark experimental
ata. The SST k−� model is therefore recommended as the best
ompromise between the computational cost and accuracy. Using
he SST k−� model, the effects of jet Reynolds number, jet plate
ength-to-jet diameter ratio, target spacing-to-jet diameter ratio,
nd jet plate width-to-jet diameter ratio on the local Nusselt num-
er of the target plate are examined. The results show that Nusg
ncreases with jet Reynolds number, while the increase in param-
ters such as W /d, H /d, and H /d can all result in the decrease in
usg. Moreover, a correlation has been obtained.
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omenclature
d � jet diameter �m�
h � convective heat transfer coefficient �W /m2 K�
H � jet plate-to-impingement plate spacing �m�
I � identity tensor
k � turbulence kinetic energy
L � jet plate length �m�
n � thermal conductivity of air �W /m K�
q � surface heat flux �W /m2�
Q � volumetric flow rate �m3 /s�

Taw � adiabatic wall temperature �K�
Tj � jet total temperature �K�
Tw � local wall temperature �K�
u � velocity vector
U � jet mean velocity �m/s�
W � jet plate width or heated surface width �m�
x, y, z � coordinate �m�

94504-4 / Vol. 131, SEPTEMBER 2009
y+ � dimensionless distance, y+=u
y� /�

Greek Symbols
� � thermal diffusivity �m2 /s�
� � dynamic viscosity �kg/ms�
�t � turbulent viscosity
� � density �kg /m3�
� � dissipation rate of turbulence kinetic energy k
� � specific dissipation rate of turbulence kinetic

energy k

Subscripts and Superscripts
aw � adiabatic wall
sg � stagnation point
T � transpose of tensor
w � wall
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umerical Analysis of a Two-
imensional Jet Impinging on an
scillated Heat Transfer Surface
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umerical analyses were performed to determine the oscillation
ffect of an impingement surface on the impingement heat transfer
nd flow with a confined wall. As a moving boundary problem,
wo-dimensional governing equations were solved for the Rey-
olds numbers Re�200 and 500, the Prandtl number Pr�0.71,
he dimensionless space between the nozzle and impingement sur-
ace H�1.0, and the Strouhal number Sf �0–1.0. Oscillation
nduced both the enhancement and depression of the local heat
ransfer. The local heat transfer was improved at a comparatively
ow frequency due to the flow fluctuation. On the other hand, at a
igh frequency, it was depressed due to the flow in an upper di-
ection near the impingement surface. The oscillation effect spa-
ially appeared downstream after the impingement.
DOI: 10.1115/1.3139188�

eywords: thermal engineering, heat transfer, flow, impingement
ets, oscillated surface, numerical analysis

Introduction
Impinging jets are often used as a simple method to improve

he local heat transfer and mass transfer �1,2�. Most of the im-
ingement surfaces in previous studies have been stationary and
mooth. However, there are various kinds of impingement sur-
aces including inclined or rotating surface and so on. Ichimiya
3� conducted experiments to determine the heat transfer of an
blique impinging circular jet within closely confined walls. Two-
imensional profiles of the local Nusselt number and temperature
hanged with the jet angle. This produced a peak shift in the local
usselt number to the minor flow region with a decrease in the

ngle together with a plateau of the local heat transfer in the major
ow region. One major application of jet impingement is the heat
emoval from a heat engine �for example, gas turbine�. The sur-
ace oscillates during the working period. Due to the industrial
ses for impinging jets on an oscillated surface, extensive research
as been conducted to better understand heat transfer characteris-
ics. Heat transfer control by oscillation alone has been performed
n several ways. Davidson �4� obtained the heat transfer and flow
rom a circular cylinder oscillating in an unbounded viscous fluid.
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AL OF HEAT TRANSFER. Manuscript received October 29, 2008; final manuscript re-
eived April 2, 2009; published online June 25, 2009. Review conducted by Sung Jin

im. Paper presented at the Japan National Heat Transfer Symposium.
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The fluid was ejected along the axis of oscillation in the form of a
jet, and the heat carried over the surface of the cylinder was swept
away along the axis. Momose et al. �5� numerically investigated
the influence of horizontal vibrations on the heat transfer from a
horizontal cylinder, and showed that the local heat transfer rate
depends on the inner vortex for low frequency vibration and the
outer vortex for high frequency vibration. The combined heat
transfer of an impinging jet and oscillation may lead to useful
practical applications. Ichimiya et al. �6� measured the impinge-
ment heat transfer characteristics on the oscillated surface in a
turbulent region. Their experimental results showed that a heat
transfer enhancement was carried out at a low Reynolds number
and low frequency, and that the local heat transfer was depressed
at a high Reynolds number. However, we found no reports that
included a numerical analysis of the combined heat transfer.

In the present research, for a comparison with those results
without oscillation, we numerically predicted the basic heat trans-
fer and flow characteristics on a smooth impingement surface with
oscillation in a laminar flow region.

2 Description of the Problem
The surface of a heat engine corresponding to an impingement

surface is oscillated when impinging jets are applied for heat re-
moval. Impinging jets usually behave in a three-dimensional man-
ner. However, we tried to simplify them to two-dimensional phe-
nomena using a slit-type nozzle and to numerically evaluate the
effect of oscillation of an impingement surface on the local heat
transfer and flow.

The central axes of the nozzle and the horizontal direction are
the Y �=y /d� and X �=x /d� axes, respectively, in the coordinate
system �Fig. 1�. A confined insulated wall is set on the same level
as the exit from the nozzle. The dimensionless exit distance of
nozzle is placed at Le�=�e /d�=2 from the confined wall level to
mollify the effect of the wave propagation of the oscillation to the
nozzle exit. The velocity distribution and fluid temperature at the
nozzle exit have a fully developed laminar distribution and T
=To, respectively. The size of the flow passage is as follows:
nozzle width d, length of the flow passage �=15d, and space
between the thermally insulated upper wall and impingement sur-
face h. The impingement surface oscillates as y=−a cos�2�ft�,
where a, f , and t are amplitude, frequency, and time, respectively,
and is heated at T=TH. The confined upper wall is stationary. The
actual oscillation of a heat engine ranges from low to high fre-
quencies.

3 Numerical Analysis
Figure 1 shows the coordinate system. The heated smooth im-

pingement surface oscillates vertically, while the confined upper
insulated wall is stationary. Therefore, the computational domain
expands and contracts, and its shape moves vertically. In the
present analysis we applied computational grids, which change
with the moving boundary �7�. The dimensionless moving veloc-
Fig. 1 Coordinate system
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ty of each grid is VG �=vg /vo�, where vg and vo are lattice moving
peed and average velocity at nozzle exit, respectively. Dimen-
ionless governing equations are as follows:

• conservation equation of mass

dD

d�
+�

S

U · nxdS +�
S

�V − VG�nYdS = 0

• conservation of momentum

d

d�
�

D

UdD +�
S

UU · nXdS +�
S

U�V − VG�nYdS

= −� P · nXdS +
1

Re� �U

�X
nXdS

Fig. 2 Dimensionless stream function w
S S
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d

d�
�

D

VdD +�
S

VU · nXdS +�
S

V�V − VG�nYdS

= −�
S

P · nYdS +
1

Re�
S

�V

�X
nXdS

• conservation of energy

d

d�
�

D

�dD +�
S

�U · nXdS +�
S

��V − VG�nYdS

=
1

RePr�
S

��

�X
nXdS +

1

RePr�
S

��

�Y
nYdS

oscillation „Re=500, Sf=0.125, A=0.05…
where D is the dimensionless control volume, nX and nY are the
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irectional cosines, S is the dimensionless surface area of a
ontrol volume, U and V are the dimensionless velocities
=u /vo , v /vo�, � is the dimensionless time �=tvo /d�, and � is the
imensionless temperature �=�T−To� / �TH−To��.
In the present analysis, the grids and moving velocities along

he Y direction are used because the impingement surface oscil-
ates vertically. The dimensionless moving velocity of a grid, VG,
nd dimensionless control volume, D, must satisfy the geometri-

Fig. 3 Temperature field „
al conservation written as

ournal of Heat Transfer
dD

d�
−�

S

VGdS = 0

As a dimensionless parameter of frequency, the Strouhal number
Sf is defined by fd /vo. Dimensionless boundary conditions are
imposed as follows:

�1� at the nozzle exit �0�X�1 /2, Y =2�; V= �−3 /2��2X
2

=500, Sf=0.125, A=0.05…
Re
−1� , U=0, �=0
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�2� on the confined upper wall �0�X�15, Y =0�; U=V=0,
�� /�Y =0

�3� on the impingement surface �0�X�15�, which oscillates
as Y =−A cos�2�Sf��; U=0, V=2�ASf sin�2�Sf��, �=1

�4� symmetrical condition �central axis of nozzle� �X=0�; U
=0, �V /�X=�� /�X=�P /�X=0

�5� at the flow passage exit �X=15�; �U /�X=�V /�X=�� /�X
=0, P=0

here P is dimensionless pressure= �p−pe� /�vo
2

Governing equations are discretized by using the control vol-
me method in staggered grids. The flow and pressure fields are
nalyzed using the semi-implicit method for pressure-linked equa-
ions �SIMPLE� algorithm �8�, and algebra equations are solved
sing the successive over-relaxation �SOR� method.
The solution domain in the X and Y directions has a dimension-

ess length of L=15 and a dimensionless space from 0.95 to 1.05.
nitial grid distance is �X=�Y =0.05. The total number of grids is
400. The grid width, �Y, changes from 0.0475 to 0.0525 along
he Y direction, but the number remains constant. The grid moving
elocity of the jth grid from the impingement surface along the Y
irection, �VG� j, is expressed using the grid width adopted at the
revious step, �Y0

�VG� j = �VG�1 + �j − 1���Y − �Y0�/��

here

�VG�1 = �A cos�2�Sf�� + ���� − A cos�2�Sf���/��

here A is dimensionless amplitude=a /d.
The time step �� depends on the Strouhal number Sf and was

etermined as ��=0.0008 due to the numerical stability. A steady
olution without oscillation is applied to initial conditions, and the
scillation starts at the lowest position. The computation is iter-
ted until the difference between the arbitrary Nusselt number
=�d /	 :� is heat transfer coefficient� and that from the previous
eriod is less than 5
10−4, and this state is defined to be meta-
table. The numerical calculation is carried out at low Reynolds
umbers of Re�=vod /��=200 and 500, Strouhal numbers of Sf
0, 0.065, 0.125, 0.25, 0.5, and 1.0, a dimensionless space H�

Fig. 4 Local Nusselt nu
h /d�=1.0, and the Prandtl number Pr=0.71.

94505-4 / Vol. 131, SEPTEMBER 2009
4 Results and Discussions

4.1 Flow Characteristics. Figure 2 shows the dimensionless
stream function at a comparatively low frequency of Sf=0.125 at
Re=500 and A=0.05. The dimensionless stream function is deter-
mined by

� = −� VdX

The left vertical axis in Fig. 2 indicates the distance from the
center of the nozzle in the impinging direction, and the horizontal
axis represents the distance along the impingement surface. The
horizontal length scale is compressed to half size compared with
the vertical distance. One period is divided by four in the product
of Sf and �. Sf�=0 indicates the lowest position of the heat trans-
fer surface �the impingement surface�. At Sf�=0.25 �one quarter
period�, the heat transfer surface elevates, and the flow is forced
out to the exit. From Sf�=0.5–0.75, the heat transfer surface
drops, and the flow is drawn from the exit of the flow passage. In
Fig. 2, near X=4, X=6, and X=8 during the oscillation develop-
ment, the jet flow overtakes the previous flow due to a decelera-
tion along the flow direction by the drawing flow in previous
period and tends to become stagnant. The entire flow fluctuates
and affects at the end of stream function on the impingement
surface.

4.2 Heat Transfer Characteristics. Figure 3 shows a tem-
perature field corresponding to the flow field in Fig. 2. The hori-
zontal scale is compressed to half size compared with the vertical
one. At Sf=0.125 in Fig. 3, the isothermal lines fluctuate periodi-
cally after X=4, and the space between them changes. The tem-
perature gradient on the heat transfer surface �impingement sur-
face� indicates the local heat flux, showing that it changes
periodically along flow direction.

The heat transfer on the impingement surface is represented by
the local Nusselt number defined by the following equation:

Nu = �d/	 = qd/�TH − To�	 = − ���/�Y�

Figure 4 denotes the local Nusselt number for various Strouhal
numbers at Sf�=0.25. The solid line expresses the local Nusselt
number without oscillation. Within a half nozzle width of X=1,
where the jet flow impinges on the heat transfer surface, oscilla-

er „Re=500, Sf�=0.25…
mb
tion does not affect the heat transfer. After the local Nusselt num-
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er takes a peak at X=0 and the flow direction changes perpen-
icularly, the local heat transfer is enhanced or depressed
eriodically in the downward flow region by the elevation and
rop of the heat transfer surface due to oscillation. Particularly,
he local Nusselt number fluctuates at Sf=0.125 for A=0.05
ithin the present conditions. Therefore, Fig. 5 shows the degree
f heat transfer enhancement and depression by the Nusselt num-
er ratio with and without oscillation, Nu x /Nu xo. In A=0.05 and
f=1, the ratio Nu x /Nu xo is nearly 1.0, and the oscillation effect
oes not appear at a high frequency. That ratio changes periodi-
ally with a decrease in Sf and locally amounts to 1.4 at Sf
0.125. However, it decreases again at Sf=0.0625. This demon-

trates that the optimum frequency exists to promote heat transfer
mong the Reynolds number, the space between the nozzle and
mpingement surface, and the amplitude. Numerical results show
hat the oscillation effect appears at a comparatively low fre-
uency. This agrees qualitatively with the experimental results at a
igh Reynolds number �6�. At a constant Strouhal number, the
omparison between a one point-chain line A=0.05, and a two-
oint line A=0.025 in Fig. 5 confirms the effectiveness of high
mplitude in the heat transfer.

Conclusions
The heat transfer and flow characteristics of impinging jets

rom a slit-type nozzle on a vertically oscillated smooth heat
ransfer surface were evaluated numerically. Conclusions are as
ollows.

�1� Oscillation of the impingement surface contributes to both
local heat transfer enhancement and depression.

Fig. 5 Local Nusselt num
�2� The local heat transfer is enhanced at a comparatively low

ournal of Heat Transfer
frequency. The optimum frequency for heat transfer en-
hancement exists and depends on the Reynolds number, the
space between the nozzle and impingement surface, and the
amplitude.

�3� Oscillation at high frequency generates a rising flow in the
flow passage and depresses the local heat transfer. On the
other hand, oscillation at low frequency generates the flow
fluctuation in the flow passage and promotes it.

�4� Oscillation effect appears in the downward flow region
rather than beneath the nozzle.
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he development of two-dimensional or axisymmetric stagnation
ow of an incompressible viscous fluid over a moving plate with
artial slip has been investigated. The effects of partial slip on the
ow and heat transfer characteristics are considered. The equa-
ions of conservation of mass, momentum, and energy, which gov-
rn the flow and heat transfer, are solved analytically using ho-
otopy analysis method. The convergence of the series solution is
nalyzed explicitly. Comparison of the present homotopy results is
ade with the existing numerical and asymptotic solution (Wang,
006, “Stagnation Slip Flow and Heat Transfer on a Moving
late,” Chem. Eng. Sci., 23, pp. 7668–7672) and an excellent
greement is achieved. �DOI: 10.1115/1.2952759�

eywords: stagnation flow, partial slip, heat transfer, homotopy
nalysis method, moving plate

Introduction
The study of viscous flow near a stagnation point dates back to

911. Hiemenz �1� and Homann �2�, respectively, gave the solu-
ions for the two-dimensional and the axisymmetric flows for a
ewtonian fluid. Howarth �3� and Pavey �4� obtained the solution

or a general three-dimensional flow. Stuart �5� investigated the
wo-dimensional oblique stagnation flow. Tamada �6� obtained an
xact solution of the Navier–Stokes equations for steady two-
imensional oblique stagnation flow. Here numerical discussion of
he flow field is highlighted and comparison with an existing
heory is presented. Dorrepaal �7� analyzed the two-dimensional
ut nonorthogonal stagnation-point flow and obtained the similar-
ty solution. For Newtonian fluids the governing problems in two
imensions for stagnation flow have a particularly simple solu-
ion, which has been given by Rott �8� but for the axisymmetric

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received April 27, 2007; final manuscript re-
eived March 9, 2008; published online June 26, 2009. Review conducted by Mink-

ng Chyu.

ournal of Heat Transfer Copyright © 20
flow; Wang �9� solved the governing boundary value problem nu-
merically. Libby �10� studied the three-dimensional stagnation
flows on a moving plate. Weidman and Mahalingam �11� consid-
ered the axisymmetric stagnation-point flow impinging on an os-
cillating flat plate with a uniform suction. The solution to the
arising problem is developed by two dimensionless groups,
namely, the suction parameter and the frequency parameter. Nu-
merical integrations by Runge–Kutta routine yield an exact solu-
tion to the Navier–Stokes equation. Recently Baris and Dokuz
�12� presented an interesting study for three-dimensional
stagnation-point flow of a second grade fluid toward a moving
plate. They solved the governing problems numerically by em-
ploying the MATLAB solver singular boundary value problem
�SBVP�.

In all the above mentioned studies, no-slip conditions have been
taken into account. However, there are situations wherein this
condition does not hold. Mention may be made to the rarefied
gases �13�, coated surfaces such as Teflon, and resist adhesion.
Navier �14� proposed a partial slip condition. In rarefied gases,
there is a regime where Navier–Stokes equation holds in the pres-
ence of slip condition �13�. On the other hand the solid surface
may be rough or porous such that equivalent slip is present �15�.
In Ref. �15� the author studied the impinging stagnation flows
toward a plate with Navier’s slip condition by shooting method. In
another paper Wang �16� analyzed the Stokes shear flow over a
surface with evenly spaced, finite depth rectangular grooves by
employing eigenfunction expansion method and matching. In con-
tinuation, Wang �17� discussed the influence of stagnation slip
flow on the heat transfer from a moving plate. Numerical and
asymptotic solutions of the governing equations are given in Ref.
�17�.

The present paper investigates the homotopy analysis method
�HAM� solution for the problem considered by Wang �17�. Dif-
ferent from perturbative and nonperturbative techniques, the
HAM itself provides us with a convenient way to control and
adjust the convergence region and the rate of approximation series
when necessary. Liao �18� observed that Adomian decomposition
method, �-expansion method, and artificial small parameter
method are all limited cases of HAM. HAM is a newly developed,
powerful analytic technique, which has already been used by sev-
eral investigators �19–37� for various interesting problems. Ex-
pressions for velocity and temperature fields are developed. The
influence of partial slip on the flow and heat transfer characteris-
tics is analyzed through graphs.

2 Statement of the Problem
Let us consider an incompressible, laminar two-dimensional

stagnation flow in the x−z plane. The plate is placed at z=0 mov-
ing with velocities U and V in the x- and y-directions, respec-
tively. In Ref. �17� the dimensionless problem statements for ve-
locity and temperature fields are as follows.

2.1 Two-Dimensional Stagnation Flow

f� + f f� − f�2 + 1 = 0 �1�

g� + fg� − f�g = 0 �2�

K� + fK� = 0 �3�

�� + Pr f�� = 0 �4�
with boundary conditions

f��0� = 1 + �f��0�, g�0� = 1 + �g��0�, K�0� = 1 + �K��0�
�5�

f���� = 1, g��� = 0, K��� = 0 �6�
��0� = 1 + ����0�, ���� = 0 �7�
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2.2 Axisymmetric Stagnation Flow

f� + 2f f� − f�2 + 1 = 0 �8�

g� + 2fg� − f�g = 0 �9�

�� + 2 Pr f�� = 0 �10�
ith the following boundary conditions:

f�0� = 0, f��0� = 1 + �f��0�, g�0� = 1 + �g��0� �11�

f���� = 1, g��� = 0 �12�

��0� = 1 + ����0�, ���� = 0 �13�

ere �=N���a is the nondimensional slip factor, �=S�a /� is the
ondimensional thermal slip parameter, � is the kinematic viscos-
ty, a is the strength of the stagnation flow, � is the density, N is
he slip constant, S is the constant of proportionality for thermal
lip, and Pr is the Prandtl number. In a two-dimensional flow, for
n impermeable plate we take f�0�=0.

Basic Idea of Homotopy Analysis Method
To describe the basic idea, let us consider the following differ-

ntial equation:

N���x�� = 0 �14�

here N is the nonlinear operator, � is an unknown dependent
unction, and x denotes the independent function. For simplicity,
e ignore all the boundary or initial conditions, which can be

reated similarly. To generalize the traditional homotopy method,
iao �18� constructed the zero-order deformation equation

�1 − p�L��̂�x;p� − �0�x�� = p	N��̂�x;p�� �15�

here p� �0,1� is an embedding parameter, 	 is a nonzero-
uxiliary parameter, L is an auxiliary linear parameter, and �0�x�
s an initial approximation, which must satisfy all the boundary
onditions. It is important that one has great freedom to choose
he initial approximation and auxiliary linear operator. When p
0 and p=1, it satisfies

�̂�x;0� − �0�x� and �̂�x;1� − ��x� �16�

espectively. Thus as p increases from 0 to 1, the solution �̂�x ;p�
aries from initial approximation �0�x� to the solution ��x�. Ex-

anding �̂�x ;p� in Taylor series with respect to p, we have

�̂�x;p� = �0�x� + �
m=1

�

�m�x�pm, �m�x� = � 1

m!

�m�̂�x,p�
�pm �

p=0

�17�

ifferentiating Eq. �2� m times with respect to the embedding
arameter p and dividing by m! and then finally setting p=0, we
ave the mth order deformation equation as

L��m�
� − �m�m−1�
�� = 	Rm��m−1� �18�

here

Rm��m−1� = � 1

�m − 1�!
�m−1�̂�x,p�

�pm−1 �
p=0

�19�

�m = �0, m � 1

1, m 
 1
	 �20�

hich can easily be solved by using symbolic computation soft-
are such as MAPLE and MATHEMATICA. If the auxiliary linear
perator, the initial approximation, and the auxiliary parameter 	

re properly chosen, the series �17� converges at p=1, one has

94506-2 / Vol. 131, SEPTEMBER 2009
��x� = �0�x� + �
m=1

�

�m�x� �21�

which must be one of the solutions of the original nonlinear equa-
tion �Eq. �14��.

4 HAM Solution
Employing the basic idea of HAM given in Sec. 3, the series

solutions can be written as follows.

4.1 Two-Dimensional Stagnation Flow. For details the
reader may be referred to Ref. �18�. The velocity and temperature
distributions f�
�, g�
�, K�
�, and ��
� can be expressed by the
set of base functions



k exp�− n
��k � 0,n � 0�

in the form

f�
� = a0,0
0 + �

n=0

�

�
k=0

�

am,n
k 
k exp�− n
�

�22�

g�
� = �
n=0

�

�
k=0

�

bm,n
k 
k exp�− n
�

K�
� = �
n=0

�

�
k=0

�

cm,n
k 
k exp�− n
�

�23�

��
� = �
n=0

�

�
k=0

�

dm,n
k 
k exp�− n
�

in which am,n
k , bm,n

k , cm,n
k , and dm,n

k are constants. Here we choose
the initial approximations f0�
�, g0�
�, K0�
�, and �0�
� of f�
�,
g�
�, K�
�, and ��
� as

f0�
� = 
 −
1

1 + �
�1 − exp�− 
��, g0�
� =

exp�− 
�
1 + �

�24�

K0�
� =
exp�− 
�

1 + �
, �0�
� =

exp�− 
�
1 + �

�25�

and the auxiliary linear operators L1 and L2 are

L1� f̂�
;p�� =
�3 f̂�
;p�

�
3 −
f̂�
;p�

�


�26�

L2� f̂�
;p�� =
�2 f̂�
;p�

�
2 − f̂�
;p�

with the properties

L1�C1 + C2 exp�
� + C3 exp�− 
�� = 0

�27�
L2�C4 exp�
� + C5 exp�− 
�� = 0

in which Ci �i=1,2 , . . . ,5� are arbitrary constants. Then the series
solutions are

f�
� = f0�
� + �
m=1

�

fm�
�, g�
� = g0�
� + �
m=1

�

gm�
� �28�

K�
� = K0�
� + �
m=1

�

Km�
�, ��
� = �0�
� + �
m=1

�

�m�
� �29�

4.2 Axisymmetric Stagnation Flow. The series solutions for

axisymmetric stagnation flow are as follows:
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f�
� = e0,0
0 + �

n=0

�

�
k=0

�

em,n
k 
k exp�− n
� �30�

g�
� = �
n=0

�

�
k=0

�

fm,n
k 
k exp�− n
�, ��
� = �

n=0

�

�
k=0

�

gm,n
k 
k exp�− n
�

�31�

here em,n
k , fm,n

k , and gm,n
k are coefficients and the series solutions

or axisymmetric stagnation flow are as follows:

f�
� = f0�
� + �
m=1

�

fm�
�, g�
� = g0�
� + �
m=1

�

gm�
�

�32�

g�
� = g0�
� + �
m=1

�

gm�
�, ��
� = �0�
� + �
m=1

�

�m�
�

Convergence of the HAM Solution
The series in Eqs. �28�, �29�, and �32� are the solutions of the

onsidered problems for two-dimensional and axisymmetric stag-
ation flow, respectively, if one guarantees the convergence of
hese series solutions. As pointed out by Liao �18� the conver-
ence and rate of approximation for the HAM solution strongly
epend on 	. The admissible range of 	 is the region for which
-curve is horizontal. By drawing the different order of approxi-
ation of the solution for 	-curve �Fig. 1� we can easily observe

hat a particular range of 	-curve is retained. That is, different
rder of approximation does not change the admissible range for
-curve. Each value of 	 from the admissible range of 	-curve
roduces a convergent solution but with a different rate of con-
ergence �18�. The most appropriate value of 	 is the value from
dmissible range for which the solution converges most rapidly.
imilarly we can find different 	-curves for different values of the
arameter involved in the equations and we can choose the most
ppropriate value of 	 for each different value of the parameter. In
rder to obtain the admissible value of 	 for the present problems,
he 	-curves are plotted for 20th order of approximations by tak-
ng �=�=0.2. It can be easily seen from Figs. 1�a� and 1�b� that
he range for the admissible value of 	 is −2�	1,2,3,4,5,6,7�
0.1. The presented calculations clearly indicate that the series
28�, �29�, and �32� converge rapidly for the whole region of 

hen 	1,2,3,5,6=−1 and 	4,7=−0.5.

Results and Discussion
In this section our interest lies in the physical interpretation of

Fig. 1 	-curves: „a… For two-dimensional stagna
lip ��� and thermal slip ��� parameters For this purpose we plot-

ournal of Heat Transfer
ted Figs. 2 and 3. Both cases �two dimensional and axisymmetric�
are considered and the influence of � and � on the temperature
distribution is seen for 10th order of approximations. Here, the
influence of thermal slip parameter � on −���0� versus the slip �
is analyzed through Fig. 2 when Pr=7. This figure depicts that
−���0� decreases when � is increased. It is also noted from this
figure that for small values of Pr the magnitude of −���0� de-
creases. Figure 3 depicts that for axisymmetric flow the effects of
� on −���0� are similar to the case of a two-dimensional flow.

Tables 1 and 2 are made to see the effects of � on the wall
stresses f��0�, g��0�, and K��0� in two-dimensional and axisym-
metric flows. These tables also provide the comparison between
numerical, asymptotic, and HAM solutions, respectively. Tables 1
and 2 show that the magnitude of f��0�, g��0�, and K��0� is de-

n flow and „b… for axisymmetric stagnation flow

Fig. 2 Effects of thermal slip parameter � on −��„0… „	=−0.5,
Pr=7… for two-dimensional flow

Fig. 3 Effects of thermal slip parameter � on −��„0… „	=−0.5…
tio
for axisymmetric flow at Pr=7
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reased as � increases and finally goes to zero when �→�. These
ables further provide an excellent agreement between the numeri-
al, asymptotic, and HAM solutions.

Concluding Remarks
In the present analysis, we study the stagnation flow of viscous

uid and heat transfer in two-dimensional and axisymmetric
ows. The governing equations are solved analytically using
AM. It is found that the temperature field −���0� is decreased
hen � increases and Pr decreases. However, −���0� is larger for

xisymmetric flow when compared with the two-dimensional
ow. It is also worth mentioning that the HAM solution is in
xcellent agreement with the numerical and asymptotic solutions
17�.
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omenclature
u, v, w � velocities in x-, y-, z-direction
x, y, z � spatial coordinates

a � the strength of stagnation flow
U, V � constant velocities

p�, p0 � pressure and stagnation pressure
p � embedding parameter

L1, L2 � auxiliary linear operators
N1. . .7 � nonlinear operators
	1. . .7 � nonzero-auxiliary parameters

f , f�, g, K � real functions

able 1 Comparison of initial values for various slip factors �
n the case of a two-dimensional stagnation flow

Numerical solution �asymptotic values�

� f��0� g��0�
0 1.23259 −0.81130

0.2 1.04259 −0.77521
0.5 0.82148 −0.67196
1 0.59346 −0.52189
2 0.37589 −0.34911
5 0.17726 �0.1749� −0.17163 �−0.1681� −0.1
10 0.094036 �0.09202� −0.092485 �−0.09202� −0.0
20 0.048472 �0.048433� −0.048065 �−0.048005� −0.0
50 0.019752 �0.019749� −0.019685 �−0.019681� −0.0
� 0 �0� 0 �0�

Table 2 Comparison of initial values for v
asymptotic values †17‡, and HAM solution in t

Numerical solution �asymptotic

� f��0�
0 1.311938 −

0.2 1.11097 −
0.5 0.86688 −
1 0.61730 −
2 0.38526 −
5 0.17928 �0.1774� −0.17549 �−
10 0.094597 �0.09436� −0.093568 �
20 0.048620 �0.04859� −0.048352 �
50 0.019776 �0.019774� −0.019732 �
� 0 �0�

 � similarity variable

94506-4 / Vol. 131, SEPTEMBER 2009
� � dynamic viscosity
� � kinematic viscosity
� � density
� � nondimensional slip factor
N � slip constant
� � thermal slip parameter
S � constant of proportionality
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